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An Effective Unit Cell Approach to
Compute the Thermal
Conductivity of Composites With
Cylindrical Particles
This paper introduces a novel method, combining effective medium theory and the finite
differences method, to model the effective thermal conductivity of cylindrical-particle-
laden composite materials. Typically the curvature effects of cylindrical or spherical
particles are ignored while calculating the thermal conductivity of composites containing
such particles through numerical techniques, such that the particles are modeled as
cuboids or cubes. An alternative approach to mesh the particles into small volumes is just
about impossible, as it leads to highly intensive computations to get accurate results. On
the other hand, effective medium theory takes the effect of curvature into account, but
cannot be used at high volume fractions because it does not take into account the effects
of percolation. In this paper, a novel model is proposed where the cylindrical particles
are still treated as squares (cuboids), but to capture the effect of curvature, an effective
conductivity is assigned to the particles by using the effective medium approach. The
authors call this the effective unit cell approach. Results from this model for different
volume fractions, on average, have been found to lie within±5% of experimental thermal
conductivity data.fDOI: 10.1115/1.1915387g

Introduction
Particle-laden composite materials are widely used in applica-

tions ranging from electronics coolingf1g to space craftf2g. Com-
posite materials made of particles and base matrixes such as ce-
ramics or polymers are widely used for electrical, thermal and
structural reasonsf1g. It is relatively easy to compute the thermal
conductivity of particle-laden systems either in the small particle
volume fraction regime, or the very high particle volume fraction
regime, as several approximations can be invokedf3g. For the
intermediate particle volume fraction regime, one has to normally
resort to numerical techniques such as the finite differences
methodf4g or percolation modelsf5g to compute the thermal con-
ductivity of composites. A review of literature suggests that in
numerical simulations typically the particles are assumed to be
squares/rectangles in two-dimensional problems, or cubes/cuboids
in three-dimensional problemsf4–7g. To simulate a circular ge-
ometry such as cylinders or spheres, various researchers have used
a cubical geometry and applied a shape factor to account for the
curvature effectsf7,8g. This is primarily done to simplify the cal-
culations. For example, in the finite differences method, it be-
comes very easy to define the grid if the geometry of the particles
is assumed to follow a square or rectangular shape. Ideally, to
simulate spherical or circular particles, one should also discretize
the particles into a large number of grids to accurately capture the
flow of heat from the matrix to the particle and also within the
particle as shown in Fig. 1. Due to the curvature effect, the heat
flow lines in the circular geometry are very different from those
for the square geometry. The effect of curvature becomes even
more important as the volume fraction crosses the percolation
thresholdf5g because after the percolation threshold, the particles
are in close contact with each other resulting in more constriction

of the heat flow lines around the particles. Discretizing the par-
ticles into a large number of elements can capture the curvature
effect and is conceptually very simple, but will lead to a time-
consuming code due to the size of the bulk composite. For this
reason, the particles are normally assumed to be square or rectan-
gular so that the particle itself can be taken as a node. However,
this method suffers from two flaws and will always give a higher
value of thermal conductivity for circular/spherical particle-laden
systems when compared to a case where computation is done with
discretization of the particles as well. The first reason is that it
does not take care of the constriction of the heat flow lines due to
the curvature effect, and the second reason is that it assigns a
higher effective conductivity to the square unit cell, because the
circular unit cell would have approximately only 78% of the high
conductivity material and less surface area. A shape factor willnot
account for the change in volume and surface area.

Effective medium theory, on the other hand, takes the curvature
effect into accountf9g by assigning an appropriate temperature
distribution to the particles, but is valid only for small volume
fractions due to the inherent assumptions regarding the tempera-
ture distribution in the matrixf9g. In this paper, a novel technique
is introduced for modeling the thermal conductivity of composites
with inclusions. The method is validated for the specific case of a
composite with cylindrical inclusions in a direction perpendicular
to the length of the cylinder, as shown in Fig. 2, which essentially
models the particle as square but also considers the curvature
effect on the effective conductivity of the unit cell. The effect of
the thermal boundary resistance at the interface between the two
phases is also taken into account. This modeling methodology is a
combination of the effective medium theory and the square unit
cell approach. Since the grid is still square for numerical simula-
tion, the computational method is similar to the usual square unit
cell approach, but with a more accurate prediction of thermal
conductivity compared to the square geometry approach. The au-
thors call this model the effective unit cell modelsEUCMd.
EUCM is compared with detailed finite element simulations of a
few configurations, using the commercial softwareANSYS™, to
check the validity of this modeling approach to capture the cur-
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vature effect. EUCM is also compared with results from the usual
square grid method, and experimental data from the literature.

Finite element simulations inANSYS™ show the merits and
limitations of this method. Comparisons with previously proposed
models show this model’s improved accuracy in predicting the
thermal conductivity of particle-laden composites. Results from
this model are within ±5% of experimental dataf10g available for
one such composite containing alumina fibers in a polyimide base,
used in electronic packaging applications.

Modeling Methodology
The method proposed is hereby referred to as the Effective Unit

Cell Model sEUCMd. Uniaxial cylindrical fibers are considered to
be distributed randomly in a continuous matrix of dimensions
large enough to neglect size effectsf7g. The geometry of the prob-
lem allows one to treat this as a two-dimensional problem of unit
depthf4g.

The EUCM involves the construction of a resistance network to
model the thermal conductivity of the composite. For this pur-
pose, the composite is discretized into square-shaped unit cells.
The cylindrical filler particles are assumed to be randomly distrib-
uted among a rectangular lattice as shown in Fig. 2. As can be
seen, the particle distribution function depends on the square unit
cell size. So, only ordered systems of particles can be treated by

this method. The composite is meshed in such a way that the grid
size equals the diameter of the cylindrical filler particles present in
the composite. For the sake of simplicity, all the filler particles are
assumed to have the same diameter.

The overall resistance to heat flow of the composite is ac-
counted for by building a resistance network through the compos-
ite f4g. Each node in the resistance network represents one unit
cell. The trick is to determine the resistance to heat flow between
any two nodes. For this, the resistance offered by a unit cell is
required. In our case, only two types of cells are present because
of our assumption that all the fillers have the same diameter. The
resistance of a unit cell,R, is defined as

R=
L

k
s1d

whereL is the overall length of the compositesmd, andk is the
thermal conductivitysW m−1 K−1d. For those unit cells containing
only the matrix, the matrix conductivity is taken as the value ofk
in Eq. s1d. For unit cells containing a circular particle, the average
thermal conductivity of the cell is used for calculating the resis-
tance. The average thermal conductivity is modeled considering a
single fiber placed in an infinite medium and its derivation will be
discussed in the next section.

The composite is configured to lie between a heat source at
temperatureT1 supper surfacedand a heat sink at temperatureT2
slower surfaced. Each discrete unit cell is taken as a node in the
resistance networkf4g. Nodes are assumed to be at temperatures
that represent the average temperature of the unit cell. Now, using
a heat balance relation at every node, a system of equations is
generated that can be solved to find the temperature at each node.
Knowing the temperatures, the heat flow through the composite
can be calculated, and thereafter the thermal conductivity. For
analysis purposes, the heat transfer coefficients at the upper and
lower surfaces of the composite are taken to be infinity. Finite
values can also be taken but since only the bulk composite con-
ductivity is to be considered, the surface heat transfer coefficients
are assumed to be infinite. Also, this allows one to assume a
constant temperature boundary condition on the top and bottom of
the composite. The sides of the composite are treated as being
insulated to ensure that no heat flows out through those sidesf4g,
thus guaranteeing a unidirectional conductivity.

Since in a typical composite the actual distribution of the fillers
within the composite would be unknown, the filler particles are
randomly assigned to various node positions within the grid,
based on the volume fraction, and the overall conductivity is cal-
culated. The average from a number of such runs is taken as the
effective conductivity of the compositef4g. The particle distribu-
tion function is thus not completely random because of its depen-
dence upon the square grid, but by iteration, its behavior is statis-
tically averaged.

Effective Unit Cell Model (EUCM)
The method employed to model the resistance offered by a unit

cell containing a filler element in an infinite medium is described
below. The temperature fields inside and outside the cylindrical
dispersion are assumed to be of the general formf9,11,12g

Td = rA cosu s2d

Tm = ¹ Tr cosu + sB/rdcosu s3d

whereTd is the temperature inside the filler particlesKd, Tm is the
temperature of the surrounding matrixsKd, r, u are cylindrical
coordinates,¹T is temperature gradientsK m−1d, and A,B are
constants to be determined. The temperature distributions are as-
sumed to be of this form to take into account the circular shape of
the particles. This allows us to consider the effect of curvature on
the heat flow lines.

Fig. 1 ANSYS™ simulation showing constriction of heat flux
lines around a circular particle

Fig. 2 Cross section of composite showing how the resis-
tance network is constructed. Shaded regions represent higher
conductivity filler particles.
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The effect of the dispersion on the temperature distribution of
the surrounding matrix is given by Eq.s3d. The dispersion plays
almost no part in influencing the matrix far from the particle, as is
evident from the second term of Eq.s3d. However, the overall
temperature gradient would affect the matrix everywhere and this
is represented by the first term in Eq.s3d. To solve for the un-
known constantsA andB, the following boundary conditions are
applied at the interface between the matrix and fillerf9g:

kd
]Td

]r
= km

]Tm

]r
s4d

Td − Tm = −
kd

hc

]Td

]r
s5d

where kd is the thermal conductivity of a filler particle
sW m−1 K−1d, km is the thermal conductivity of the matrix
sWm−1 K−1d, Td, Tm are the respective temperaturessKd, andhc is
the thermal contact conductance between a particle and the matrix
sm2 K W−1d. These boundary conditions represent that the heat
flux is continuousfEq. s4dg, and that there exists a thermal bound-
ary resistancefEq. s5dg. The absence of the boundary resistance
implies that the temperature field is continuous across the bound-
ary and this is the boundary condition for the original derivation
by Maxwell f11g. Upon solving Eqs.s2d and s3d, the temperature
fields are given as

Td = ¹ Tr cosu

2Skm

kd
D

Skm

kd
D + S km

ahc
D + 1

s6d

Tm = ¹ Tr cosu +
¹Ta2 cosu

r

Skm

kd
D + S km

ahc
D − 1

Skm

kd
D + S km

ahc
D + 1

s7d

From these results, one can note that whenhc→`, Td andTm
reduce to Rayleigh’s solutionf12g:

Td = ¹ Tr cosu
2km

km + kd
s8d

Tm = ¹ Tr cosu +
¹Ta2 cosu

r
Skm − kd

km + kd
D s9d

Now that the temperature distribution is known, the effective
thermal conductivity can be calculated as follows. For conve-
nience, Eqs.s6d and s7d are transformed into Cartesian form,

Td = ¹ Tx

2Skm

kd
D

Skm

kd
D + S km

ahc
D + 1

s10d

Tm = ¹ Tx+
¹Ta2x

x2 + y2

Skm

kd
D + S km

ahc
D − 1

Skm

kd
D + S km

ahc
D + 1

s11d

Consider the small differential stripABCD shown in Fig. 3. At
the center of the unit cell, the heat flux in thex direction, Q,
flowing through the differential strip is

dQ= − kdU ]Td

]x
U

x=0
s12d

The average thermal conductivity of the differential strip,
kABCD, is determined from:

dQ= − kABCDSTBD − TAC

l
D s13d

wherel is the grid size.
The temperatures at the ends of the strip are taken to be uniform

because the strip is very small. Combining Eqs.s10d–s13d,kABCD
can be determined using simple algebra. The expression obtained
is independent of the external artificially applied temperature gra-
dient, as expected. This expression is then integrated over the
entire cell length in they direction to calculate the overall thermal
conductivity of the unit cell,kunit,

kunit =
kms1 − C1d

l E
−l/2

l/2 sy2 + sl/2d2d
sy2 + sl/2d2 + a2C1d

dy s14d

whereC1 is a constant defined as,

C1 =
skm/kdd + skm/ahcd − 1

skm/kdd + skm/ahcd + 1
s15d

Taking the grid size to be the same as the particle diameter, the
final expression forkunit is obtained:

kunit = kms1 − C1dF1 −
C1

ÎC1 + 1
tan−1S 1

ÎC1 + 1
DG s16d

Equations16d is the average, or overall, thermal conductivity of
a unit cell containing a filler particle, when the grid size is equal to
the particle diameter. The thermal conductivity obtained by this
equation is independent of the size of the unit cell, which is logi-
cal because if the scale of the unit cell changes, the volume frac-
tion and orientation of each material would still remain the same.
This value is then used to calculate the resistance offered by this
type of unit cell in the network. Even though it has been modeled
based on an infinite medium, it can readily be used for the resis-
tance network because the overall system is sufficiently large,
compared to the unit cell, to assume it to be infinite. If an average
gap between the particles exists, it can be incorporated either via
this equation or later through the application of a corresponding
interfacial resistance. It becomes increasingly difficult to capture
the heat flow accurately in FEA methods as the particles come
closer because of the difficulty in meshing the small gap between
the particles. All simulations in this work assume the worst pos-
sible case, that there exists zero gap between the particles when
the particles are touching each other.

Before proceeding to the simulation of the resistive network,
the results of a few simple checks performed on the general equa-
tion fEq. s14dg are described below.

Case (1):When the dispersion and the matrix are the same
material, the conductivity of the unit cell is equal to that of the
matrix.

If kd=km andhc→`, thenkunit=km.
Case (2):When the dispersion is a perfect insulator, the con-

ductivity of the unit cell is zero.
If kd=0 andhc→0, thenkunit=0.
These results are expected under these conditions and show the

model’s validity for the above limiting cases.

Fig. 3 Unit cell with dispersion „temperature gradient along
the x-direction …
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From this knowledge of the resistances, let us now proceed to
the resistance network model. A known temperature gradient is
applied to the composite. The system of linear equations is gen-
erated in a straightforward manner by summing up all the heat
flows for each node and equating to zero. The general equation
employed at nodesi , jd is f4g:

Ti−1,j − Ti,j

Rij ,1
+

Ti,j+1 − Ti,j

Rij ,3
+

Ti+1,j − Ti,j

Rij ,2
+

Ti,j−1 − Ti,j

Rij ,4
= 0 s17d

whereT is the temperaturesKd, Rij the resistance between nearest
neighbor unit cells, andi, j the indices used for meshing the
composite. The number of equations obtained will be equal to the
number of nodes. This matrix system is solved to obtain the tem-
perature of each node.

Knowing the temperatures at each node, the total heat flowing
through the composite can be determined. Considering the heat
transfer coefficients of the upper and lower surfaces, the following
expression for the overall thermal resistance of the bulk composite
and its surface per unit area is obtained,Reff:

Reff =
1

h1A
+

H

keff A
+

1

h2A
=

T1 − T2

QA
s18d

keff =
HQh1h2

sT1 − T2dh1h2 − Qsh1 + h2d
s19d

where keff is the effective composite thermal conductivity
sW m−1 K−1d, L ,H the dimensions of the compositesmd, h1 andh2
the heat transfer coefficients of the upper and lower surfaces
sm2 K W−1d, T1 and T2 the temperatures of the upper and lower
surfaces of the compositesKd, and Q the heat flux through the
compositesW m−2d. The effective conductivity of the composite,
keff, is calculated from the above expression.

In order to obtain a statistically significant average value for
keff, the simulations are run a number of times. The number of
iterations was varied between 1 and 1000, and an optimal value of
200 iterationsscorresponding to an average error of 0.3%d is used
in this paper. This error is calculated by assuming that the thermal
conductivity obtained by using 1000 iterations is correct. Round-
off and truncation errors are considered negligible, and thus our
numerical uncertainty is estimated as ±0.3%.

Results
One of the first comparisons made was with the accurate solu-

tion given by a finite element packagef13g, ANSYS™—Release
5.7. A number of configurations of the composite, Figs. 4–6, were
modeled inANSYS™ and the results obtained are compared with
the EUCM sTable 1d. All the configurations studied are such that
no filler particle is in contact with the upper or lower boundary of
the composite. This is to ensure that the artificially enforced con-
stant temperature boundary conditions on these surfaces do not

invalidate the boundary conditions assumed in deriving the con-
ductivity of the unit cell,kunit. This error diminishes as the particle
size becomes smaller relative to the domain size.

To ensure that the results are independent of the thickness of the
computational domain, the effect of the thickness of the composite
in the heat flow direction was considered. This nondimensional
domain size,D, is defined as the smaller length of the composite
cross section divided by the particle diameter. Its effect is such
that at largerD, the bulk composite property is recovered. At
smaller values ofD, it is well known that effective conductivity of
the composite increases compared to the bulk valuef6g due to a
decrease in the percolation threshold. It is also well known that
this effect is more pronounced for larger conductivity contrast as
shown in Fig. 7 because percolation effects are more pronounced
for large conductivity contrast. Therefore care should be taken
when comparing the computational model with experimental data.
The data in the current study are those of a bulk material and so
all simulations have been run at aD value of 15 to ensure that
bulk properties are obtained. Figure 7 shows that this is an accept-
able value. Also, the boundary condition invalidation error dis-
cussed earlier is the reason why the smallest volume that has been
simulated for FEA comparison is aD value of 3. Generally,D
values of 2 are also acceptable but anything smaller will invalidate
the boundary conditions assumed and so are not considered.

Mesh sensitivity calculations performed show that the results
from ANSYS™ become independent of the mesh size at about 0.3
units of length for the studied configurations. In other words, the
ratio of the grid size in theANSYS™ method to that in the EUCM
method is 0.3. This mesh size is used for allANSYS™
computations.

Table 1 presents the comparison of thermal conductivity values
between the “exact” solution fromANSYS™ and the EUCM model
for the different configurations. Even for the coarsest mesh of the
configuration in Fig. 4,ANSYS™ divides the composite into ap-
proximately 900 elements. This makes it computationally chal-
lenging when dealing with large-sized composites and conse-
quently the largest composite system treated in this paper for
comparison withANSYS™ is a 535 matrix.

The comparison shows us that the EUCM model remains accu-

Fig. 4 Completely meshed ANSYS™ model for a 3 Ã3 matrix
with center filler particle

Fig. 5 Completely meshed 4 Ã3 ANSYS™ model with 2 filler
particles
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rate even though it meshes the composite into only a few unit
cells. This makes it computationally viable while still maintaining
accuracy. On the other hand, FE methodsslike ANSYS™d do not
have any limitations on particle arrangement. And meshing algo-
rithms for 2D volumes take only a modest amount of time even on

a personal computer. The real advantage of the EUCM model is
that it can be used to simulate theeffectiveproperties of real bulk
composites, which for random composites can only be given in
terms of a statistical average. Here, for example, in the results to
follow, a total of 200 runs are performed for each data point. To
perform the equivalent calculation inANSYS™ would thus require
positioning the particles, remeshing, and running the code 200
times, which if done manually would be exceedingly time-
consuming. In view of this, several simple geometries, Figs. 4–6,
are used for comparing EUCM withANSYS™ with the sole pur-
pose of establishing the accuracy of the EUCM model.

The EUCM has been found to be accurate while at the same
time being computationally viable. It is able to portray random
distributions of the filler particles while also allowing preferential
distribution. These two reasons make it a powerful technique for
studying the thermal conductivity of particle-laden systems.

In Fig. 8, the EUCM prediction of the average thermal conduc-
tivity for the studied composite, alumina fiberss27 W m−1 K−1d in
a polyimide bases0.146 W m−1 K−1d, is compared with experi-
mental dataf10g and the EMT approachf9g. The figure also shows
the calculated thermal conductivity of square cross-section fibers
f4g for the range of volume fractions.

It is found that the EUCM model matches to within ±5% of the
experimental data while the EMT predicts a much lower thermal
conductivity for volume fractions greater than the percolation
thresholds,0.4d f5g.

Fig. 6 „a… Completely meshed 5 Ã5 ANSYS™ model with 4 filler
particles „b… Completely meshed 5 Ã5 ANSYS™ model with 6
filler particles „c… Completely meshed 5 Ã5 ANSYS™ model with
11 filler particles

Table 1 Comparison of ANSYS™ and EUCM results for the ef-
fective thermal conductivity of various configurations. Terms
within brackets represent the number of grids created to obtain
the result.

Fig. 7 Effect of D on the effective conductivity of the compos-
ite at a volume fraction of 0.4. Larger D signifies bulk property
of composite. Ratio of 185 corresponds to the composite for
which experimental data †10‡ is available.
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In terms of the physics of phase transitions, the percolation
threshold gives the position of a phase transition. At a phase tran-
sition, the system changes its behavior qualitatively for one par-
ticular value of a continuously varying parameter. After the per-
colation threshold, the probability of the particles being in contact
with one another becomes large and the effect of particles inter-
acting with each other cannot be neglected. When high conduc-
tivity particles are in contact with one another, they produce a path
of low resistance for heat to flow and this would contribute to an
increase in the effective conductivityf14,15g. For this reason, the
impact of the geometric distribution, termed as percolation, be-
come critical.

At high volume fractions, the EMT fails to account for the
percolation phenomenon because simple summation of the influ-
ence of different filler particles on the matrix will not take this
into account. The interactions between the neighboring filler par-
ticles become more and more important as the volume fraction
and consequently the probability that particles are going to be
close to each other increases. Since the EMT assumes noninter-
acting filler particles, it consistently predicts a lower-than-actual
conductivity at high volume fractions.

In the EUCM model, the temperature of any node depends on
the properties of all the unit cells. Since the coefficients of the
linear temperature equations, Eq.s17d, are the resistances, all the
nodal temperatures depend on the resistance and the position of
each unit cell. Thus the temperature distribution of the bulk com-
posite takes into consideration the interactions between every
filler particle in the composite by solving the implicit system of
equations. This is why EUCM works much better than EMT at
high volume fractions.

Figure 8 also shows that for the same volume fraction, a com-
posite having square-shaped filler particles will have a much
higher effective conductivity than a composite with circular fillers.
It can be understood that the transport property of a composite
material depends a great deal upon the shape of the inclusions.
The conductivity of a material is just the ratio of the heat flux to
the temperature difference and so depends on its cross-sectional
area. A square element having a much larger cross-sectional con-
tact area as compared to a circular inclusion will have an effective
conductivity much higher than the conductivity of a composite
with cylindrical inclusions that can have only a point contact. This
is because constriction and spreading resistances exist whenever
heat flows from one region to another of different cross section.
The term constriction is used to describe the situation where heat
flows into a narrower region and spreading is used to describe the
case where heat flows out of a narrow region into a larger cross-
sectional areaf16g. This constriction of the heat lines inside the

cylindrical dispersion is accounted for by the derived temperature
distribution and hence the EUCM takes into account the effect of
shape.

Finally, Fig. 9 presents the effect of varying the value of ther-
mal contact conductancehc for the same set of materials as in Fig.
8, where the value of the contact resistance between the particles
and the matrix was assumed to be zero when comparing the
EUCM with the experimental dataf10g. The composite studied is
used as an interface material for electronic packaging applica-
tions, and so it is reasonable to expecthc to be high. The figure
exists just to prove that the assumedhc is of the correct magnitude
and no further validation for it is presented.

Figure 9 shows that the thermal contact resistance adversely
affects the total thermal conductivity of the composite. It is often
useful to consider a dimensionless variable called the Biot number
when discussing thermal contact resistance between particles and
a matrix. The particle Biot number, Bi, is defined asf7g:

Bi =
Rckm

2a
s20d

whereRc=hc
−1 is the thermal contact resistancesm2 K W−1d be-

tween a particle and the matrix,km the thermal conductivity of the
base matrixsW m−1 K−1d, and a the particle radiussmd. For hc

=105 W m−2 K−1, it is found that the conductivity of the compos-
ite does not change at all even when the particle volume fraction
is much higher than the percolation threshold. This is the critical
value of the particle size for which the conductivity of a unit cell
with filler particle is approximately equal to that of the matrix.
The physical meaning of the critical particle diameter is that if the
particle diameter is less than the critical diameter, the conductivity
of the composite is less than that of the matrixf7g.

It is seen thatRc has a large effect even at maximum volume
fraction. This is to be expected since there will be more particles
impeding the heat flow at high volume fraction, and very high
values ofRc can even cause the effective conductivity of the com-
posite to be lower than that of the matrixf7g.

Discussion
The EUCM method is being introduced to facilitate computa-

tion of the thermal conductivity of particulate composites. The
particles in this paper have been taken to be cylindrical in shape;
however, particles of different shapes can also be modeled simi-
larly. For treating different particle shapes, it becomes necessary
to obtain the appropriate expression for the effective conductivity

Fig. 8 Comparison of various models with experimental data
†10‡, for hc =` W m−2 K−1

Fig. 9 Effect of varying hc „W m−2 K−1
… predicted by EUCM
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of the unit cell, similar to the work by Hasselman et al. and Nan et
al. f9,17g. Once this is done, the network can be built as before
and the effective property can be determined. It is important to
remember that this model can simulate only quasi-ordered sys-
tems of particles that are constrained to fit within the unit cells.
Also, since composites can have particles of different sizes, adap-
tive meshing can be used for modeling. This versatility of the
EUCM makes it appealing. Adaptive meshing has a broad sense
and one can continuously find more efficient modeling techniques.
For instance, if the particles were considered to be ellipsoidal in
shape, a unit cell would be defined as a rectangular grid that
encompasses the entire ellipse, or it can be defined as a square
grid containing one half of the ellipse. Both these styles of mod-
eling would essentially be just as accurate and one of these can be
chosen depending on the application.

Close packing of the particles can also be accommodated by
defining hexagonal meshes which would permit a particle to be in
contact with six particles rather than the four in the square mesh
used in this paper. Also, by using a nonuniform grid, the distribu-
tion function can be made completely random. The nonuniform
grids can be converted to a uniform mesh in the second step of the
resistance calculation. These kinds of advanced meshes would
permit a higher packing fraction and better particle distribution
function than currently possible and will be the focus of our future
work.

The authors have found no additional experimental data for the
case of cylindrical inclusions discussed in the paper. It is the ob-
jective of future work to simulate a three-dimensional system of
spherical particles for which there exists numerous experimental
data. Face-centered and body-centered structures can be modeled
quite easily in the three-dimensional system, thus increasing the
efficiency of the distribution function.

At low volume fractions, it may seem advantageous to keep the
grid size larger than the particle. This way, the composite can be
divided into fewer unit cells making the modeling even more
computationally efficient. But such an action would result in in-
creasing the dependence of the particle position on the grid em-
ployed. This decrease in the efficiency of the particle distribution
function might be satisfactory for systems where the particle ar-
rangement is highly ordered, and it has been determined that this
change in the grid size introduces an error of a very small mag-
nitude s,0.01%d. However, this would be a compromise on the
distribution function efficiency and it is recommended that the
grid size be kept equal to the particle diameter. Also, at high
volume fractions, increasing the grid size would lead to percola-
tion being neglected because the particles would be forced tonot
be in contact with each other. So above the percolation threshold,
which is approximately 0.35–0.4 in volume fractionf5g, the grid
sizehas to be kept equal to the particle diameter.

Conclusions
The EUCM has been shown to be an efficient method to model

the effective thermal conductivity of uniaxial fiber composites
with cylindrical inclusions. It is able to model the effect of perco-
lation that the EMT fails to account for, and it takes into account
the effect of curvature of the particles that the usual square par-
ticle methods do not consider. Compared to detailed finite element
analysis simulations, the EUCM yields predicted conductivity val-
ues within ±5%, but with substantially less computational cost.
The power of the method lies in its ability to portray any kind of
composite correctly, taking into account both the shape of the
individual components and the effect of percolation. Particles of
different sizes and shapes can also be modeled by using adaptive
meshing. Different properties, like the electrical conductivity and
dielectric permittivity of a material, can also be predicted.

Nomenclature
a 5 radius of cylindrical inclusionssmd

A 5 cross-sectional area to heat flowsm2d
Bi 5 Biot number defined by Eq.s20d
C1 5 constant defined by Eq.s15d
¹T 5 temperature gradientsK m−1d
D 5 nondimensional domain sizesheight,H, di-

vided by particle diameter, 23ad
hc 5 thermal contact conductancesW m−2 K−1d
H 5 overall height of compositesmd
k 5 thermal conductivitysW m−1 K−1d
l 5 grid sizesmd

L 5 overall length of compositesmd
Q 5 heat fluxsW m−2d

r ,u 5 cylindrical coordinates
R 5 thermal resistancesm2 K W−1d

Rc 5 thermal contact resistancesm2 K W−1d
T 5 temperaturesKd

x,y 5 Cartesian coordinates

Subscripts
1 5 upper surface
2 5 lower surface
3 5 right surface of unit cell
4 5 left surface of unit cell

A–D 5 differential strip in Fig. 3
d 5 dispersion property

eff 5 overall composite property
i , j 5 indices for mesh
m 5 matrix property

unit 5 unit cell property
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Heat Flux Determination From
Measured Heating Rates Using
Thermographic Phosphors
A new method for measuring the heating rate (defined as the time rate of change of
temperature) and estimating heat flux from the heating rate is proposed. The example
problem involves analytic heat conduction in a one-dimensional slab, where the measure-
ment location of temperature or heating rate coincides with the location of the estimated
heat flux. The new method involves the solution to a Volterra equation of the second kind,
which is inherently more stable than Volterra equations of the first kind. The solution for
heat flux from a measured temperature is generally a first kind Volterra equation. Esti-
mates from the new approach are compared to estimates from measured temperatures.
The heating rate measurements are accomplished by leveraging the temperature depen-
dent decay rate of thermographic phosphors (TGP). Results indicate that the new data-
reduction method is far more stable than the usual minimization of temperature residuals,
which results in errors that are 1.5–12 times larger than those of the new approach.
Furthermore, noise in TGP measurements was found to give an uncertainty of 4% in the
heating rate measurement, which is comparable to the noise introduced in the test case
data. Results of the simulations and the level of noise in TGP measurements suggest that
this novel approach to heat flux determination is viable.fDOI: 10.1115/1.1915389g

Introduction
Aerospace vehicles often encounter deleterious heating envi-

ronments during high-speed flight. Accurate characterization of
heating loads, then, is crucial to survivability of aerospace struc-
tures. In controlled tunnel tests, prediction of a heat flux incident
on a test article can provide meaningful information concerning
the environment that a full-scale structure will experience,
whereas temperature measurements typically do not scale well
from tunnel to flight conditions. Herein lies the necessity to pre-
dict heat fluxes. However, characterization of heating loadssor
heat fluxd in tests is not trivial because direct measurement is
difficult.

Although the prediction of heat fluxes contains inherent chal-
lenges, several methods have evolved to accomplish the task with
varying degrees of success. The most obvious approach to predict-
ing heat fluxes is direct measurement with a heat flux gaugef1,2g.
These gauges usually consist of a thermopile and actually measure
temperature differences across a thin substrate. Assuming that the
thermal conductivity and thickness of the substrate can be charac-
terized, the heat flux can be calculated in terms of the temperature
difference using Fourier’s law. However, this approximation as-
sumes that the temperature distribution in the sensor is linear,
which, for transient conditions, is not strictly valid. The approxi-
mation theoretically improves as the thickness of the substrate is
reduced. However, the signal to noise ratio is also reduced for thin
substrates. Consequently, heating loads with high frequency tran-
sients cannot be measured accuratelyf1g. In general the problems
associated with measurements from heat flux gauges include slow
response time, flow disturbance, calibration and limited spatial
resolution.

Alternatives include direct measurement via a calorimeterf3g.
The heat flux can be obtained by measuring the temperature
change in time of a known thermal mass. Like the heat flux gauge,
these devices often suffer from slow response time and flow dis-
turbance. Furthermore, the estimation of the heat flux from the

actual measurement is complicated by the fact that the heat load
may not be uniform across a surface because of lateral heat con-
duction f4g. Recently, new techniques for heat flux determination
such as thermochromatic liquid crystalssTLCd f5g have become
more popular. Conceptually, this process involves layers of crys-
tals in thin films aligning themselves based on temperature gradi-
ents. The orientation can be inferred from spectral measurements
of reflected light. The technique can provide high-density surface
measurements but currently suffers from lagging response times
f6g and a limited temperature range.

An attractive alternative for predicting heat fluxes is the direct
measurement of temperature followed by a data reduction tech-
nique to estimate the incident fluxf7g soften called the inverse
heat conduction problemd. In general, temperature measurement
can be accomplished with acceptable precision and accuracyf8g
with high frequency componentsf9g compared to heat flux mea-
surements. In fact, thin film temperature measurements have be-
come so robust and used so extensively to predict heat fluxes that
the literature will often incorrectly refer to these types of measure-
ments as heat flux measurements. However, this approach intro-
duces its own set of difficulties. It is well known that the inverse
heat conduction problem is ill-posed in the sense of Hadamard
f10g. To be considered well-posed, solutions must have the fol-
lowing properties: existence, uniqueness, and stability. The in-
verse heat conduction problem is often formulated as an integral
equation, which fails the uniqueness and stability testsf11g. This
means that error in the heat flux estimate is unboundedf11, Theo-
rem 1.17g. Consequently, random noise in the measurement,
which is unavoidable, may become arbitrarily large.

When the conduction problem is linear and one-dimensional,
analytic solutions can often be obtained for the heat flux using
Duhamel’s theoremf12,13g. These solutions often contain unac-
ceptable errorsf14g and lateral conduction effects are difficult to
resolvef15g. Numerical analogs to these analytic methods have
been developed to handle nonlinear conduction problemsf16g.
Unfortunately, these methods require numerical derivatives, which
only exacerbate the instabilities of inverting the conduction
equationf11,17g.

To deal with the inherent instability of inverse problems, many
researchers have developed techniques to damp large oscillations
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in the solution, such as regularizationf18g and future time meth-
ods f7g. These approaches require a certain amount of bias to be
added to the solution and they usually relax the exact matching of
data to obtain a “fit” of the measured data by the model. The
residual, which is the difference between the model temperature
and the measurement, is minimized with respect to the unknown
flux. Although these solution methods have proven to be ex-
tremely practical and successful, the solution requires a bit of art.
Too much bias and the solution will not match the data; too little
bias and the solution will contain large oscillations. Note that
these solution approaches have been studied extensively, and the
appropriate level of bias is usually obtained by requiring the re-
sidual to be of the order of the measurement noisef11g.

Despite the apparent difficulties of reducing temperature data,
the advantages of temperature measurement devices coupled with
inverse techniques make this approach to heat flux determination
attractive. For example, because temperature measurement de-
vices are usually thinner than heat flux gaugesf19g, the time re-
sponse is much better and the effect on the incident flows can be
minimized. In addition, temperature measurements are easier to
calibrate and the data reduction is not limited to one-dimensional
estimationf20g. Therefore, it can be argued that temperature mea-
surements and inverse data reduction techniques are preferable.

Despite advances in techniques devised to solve ill-posed prob-
lems and account for noisy data, the fact remains that appropriate
data reduction remains a balancing act between introducing
smoothing bias and amplification of noise. In many cases, solu-
tions still contain unacceptable errorsf12g. The present work sug-
gests that many of the stability problems associated with the in-
verse heat conduction problem can be mitigated by measuring a
different quantity, namely the heating ratef21,22g. The heating
rate in the present context is defined as the time rate of change of
temperature for a given location and time. It will be shown that
the data reduction is inherently more stable if this quantity could
be measured. However, no method existedsuntil nowd to measure
the heating rate directly. The heating rate approach represents a
departure from typical heat flux determination methods such as
those discussed briefly above, because the temperature is not ex-
plicitly required for the estimation of heat flux.

If the heating rate could be measured, the solution of the con-
duction equation for an unknown boundary flux becomes a Volt-
erra equation of the second kind. It is well known that first kind
Volterra equations are ill-posed in the sense of Hadamardf10g,
and that second-kind equations are not. In fact, many inverse so-
lutions involve approximating the ill-posed equation by convert-
ing it to a Volterra equation of the second kindf23g.

The objectives of the present work are to demonstrate a stable
method for estimating heat flux from measured heating rates and
to describe a technique to measure heating rate. The estimation
component involves test problems with specific boundary/initial
conditions and simulated noise, which is a common approach to
evaluating inverse methods. The measurement technique involves
the temperature sensitive decay rate of thermographic phosphors
sTGPd f24g. Although TGPs have been used to measure tempera-
ture sparticularly for remote measurementd, the current approach
will leverage particular properties of TGPs to obtain measure-
ments, which are proportional to the heating rate, not temperature.

Thermographic phosphors are rare-earth-doped ceramics that
fluoresce when exposed to ultraviolet radiation or similar excita-
tion. In general, the intensity, frequency line shift, and decay rate
are all temperature dependent. As a result, they have been used for
remote temperature sensing in many applicationsf25g. Many ma-
terials have been used and tuned for specific applications with a
great deal of successf26–28g. However, they have never been
used to predict a heating rate. It is the strong dependence of the
decay rate on temperature that will be leveraged to acquire a heat-
ing rate. This simple proof-of-concept described herein demon-
strates the ability to extract heat fluxes with far greater accuracy
than previously possible.

Theory
The following linear heat diffusion example will be used for

illustration purposes. Assume one-dimensional conduction in a
slab of lengthL. The governing equation for temperature change
is given as

]2u

]h2 =
]u

]j
, 0 , h , 1, j . 0, s1d

subject to the boundary conditions

U −
]u

]h
U

h=0
= Qsjd, s2d

us1,jd = 0, s3d

and the initial condition

ush,0d = 0. s4d

The spatial and temporal coordinate have been nondimensional-
ized si.e., h=x/L, j=at /L2, wherea is the thermal diffusivityd.
The heat fluxQsjd at h=0 is a continuous function ofj and is
presumed known. Using integral transforms, the infinite series so-
lution is found to bef29g

ush,jd = 2o
m=1

`

cossbmhdE
0

j

Qsj8debm
2 sj8−jddj8, s5d

where the eigenvalues are the positive roots of cossbmd=0, i.e.,
bm=s2m−1dp /2 wherem=1,2,3, . . ..

If the heat fluxQsjd is unknown, Eq.s5d is a Volterra equation
of the first kind for a known temperature, and the solution is
unstable for discrete temperature measurements. Because TGP
measurement is an optical technique, measurements can only be
made on the surfacesh=0d. If we assume that the temperature on
the surface is measured atN discrete times, then an estimate for
the unknown heat flux can be found using standard inverse solu-
tion techniques. It can be argued that because measurements are
restricted to the boundary, inverse methods are not required. In
this case, the measured surface temperature can be treated as a
boundary condition for the forward conduction solution. The heat
flux can then be obtained by differentiating this solution. Because
measurements are discrete and contain noise, however, inverse
techniques can serve to stabilize the solutionf14g.

In the present work, the solution for the heat flux from mea-
sured temperatures involves inverting Eq.s5d. For simplicity, we
assume that the time increment between each discrete measure-
ment is constantsDjd and that the integral over all times in Eq.s5d
is written as a summation of integrals over each time step. The
discrete temperature solution at the surface then becomes

Yr = 2o
m=1

`

o
i=1

r E
ji−1

ji

Qsj8debm
2 sj8−jrddj8, s6d

whereY indicates that the temperature is a discrete measurement
at the surface, not a continuous function, andr indexes time such
that jr =rDj, r =0,1,2, . . . andYsjrd=Yr. Now, the heat flux is
approximated analytically by assuming a piecewise integrable
function Qsj8d over each time step and solving for the unknown
function parameters at each time step. Note that a piecewise con-
stant assumption would theoretically work here. However, the
summation in the heating rate formulationsdeveloped laterddoes
not converge in a finite number of terms without additional as-
sumptions. Therefore the following linear approximation is
considered:
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Qsj8d = Qi −
Qi − Qi−1

Dj
sji − j8d, s7d

whereDj is the time step size,ji−1,j8øji, andQi =Qsjid. The
integration can be performed analytically leading to a set ofN
algebraic equations

Yr = 2o
m=1

` Ho
i=1

r
Qi

bm
2 febm

2 sji−jrd − ebm
2 sji−1−jrdg − o

i=1

r
Qi − Qi−1

bm
4 Dj

febm
2 sji−jrd

− ebm
2 sji−1−jrds1 + bm

2 DjdgJ . s8d

Note thatY0 andQ0 are assumed to be zero. The solution of the
foregoing expression leads to an estimate of the heat flux at each
time step.

The proposed approach to predicting heat flux requires mea-
surement and calculation of the heating rate. A heating rate can be
found analytically by differentiating Eq.s5d with respect to time.
The formulation for heating rate, given as

Lsh,jd =
]u

]j
sh,jd = 2o

m=1

`

cossbmhdFQsjd

− bm
2E

0

j

Qsj8debm
2 sj8−jddj8G , s9d

suggests that the nature of the solution for heat flux is not as
ill-conditioned because Eq.s9d is a Volterra equation of the second
kind f30,31g. The solution approach for heat flux follows the so-
lution from a measured temperature by evaluating Eq.s9d at the
surfacesh=0d and inverting. As before, the heat flux can be cal-
culated analytically by assuming an integrable form of the heat
flux over the time step and integrating. It is not immediately clear
that the infinite series in Eq.s9d converges in a finite number of
terms becauseom=1

` Qsjd→`. In fact, convergence cannot be
guaranteed for all functionsssee Appendixd. However, the Appen-
dix shows that the infinity cancels for reasonable choices ofQsj8d.
For this reason, the piecewise linear function for heat fluxfEq.
s7dg was chosen. This approach represents one of the simplest
functions that is integrable and whose series also converges.

As before, the heat flux is determined at each time when a
heating rate is measured at the surfacesh=0d. The integral of Eq.
s9d is converted to a sum of integrals over each time step giving

Hr = 2o
m=1

` FQr − bm
2o

i=1

r E
ji−1

ji

Qsj8debm
2 sj8−jrddj8G , s10d

wherer indexes the measurements andH indicates a discrete mea-
surement, not a continuous function. Similarly,Hr =Hsjrd and
Qr =Qsjrd is implied. After applying the piecewise linear heat flux
fEq. s7dg, a set ofN algebraic equations is recovered as

Hr = 2o
m=1

` HQr − o
i=1

r

Qifebm
2 sji−jrd − ebm

2 sji−1−jrdg

+ o
i=1

r
Qi − Qi−1

bm
2 Dj

febm
2 sji−jrd − ebm

2 sji−1−jrds1 + bm
2 DjdgJ .

s11d

See the Appendix for full development and convergence of Eq.
s11d. Now the unknown heat fluxes can be solved algebraically
given the heating rate measurements.

The approach for estimating heat fluxes from both measured
temperatures and measured heating rate is an exact matching tech-
nique often called Stolz’s methodf32g. While this is not strictly an
inverse method because no bias is introduced to smooth the solu-

tion, the point of the present work is to demonstrate how the use
of heating rate measurements does not require the introduction of
bias to obtain stable solutions. Therefore, the exact matching ap-
proach will be used to highlight the difference between the
methods.

The measurement of heating rate from TGPs is not a direct
measurement. Instead, the intensity of phosphor emission is mea-
sured at a sample rate that is higher than the decay rate. After a
phosphor is excitedsusually by an ultraviolet light pulsed, the
concentration of excitation centerssexcited electronsdis governed
by the differential equationf33g

t
dn

dt
+ n = 0, s12d

wheret is the lifetime of an excitation center. Assuming thatt is
a constant in time, the solution can be written as

I

Io
=

n

no
= expF−

t

t
G , s13d

where the intensityI is proportional ton, andIo andno are values
at the beginning of the decay. The decay timet can be estimated
from a series of intensity measurements collected during the de-
cay. If we assume that the phosphor has been completely and
carefully characterized, the decay time is a material property that
is a well-known function of temperature. Calibration curves are
generated that relatet to temperature for a given phosphor. By
estimatingt from a single pulse, we can deduce the temperature
from these calibration curves. This approach is commonly used to
predict temperature from phosphor decay measurementsf33g. For
many interesting engineering problems, though, the temperature is
not constant in time. Because the lifetimet is generally a function
of temperature, we expectt to change in time as well. Therefore,
we have augmented the model in Eq.s13d to use a first-order
Taylor series expansion of the decay time to introduce the deriva-
tive of t. Now the normalized intensity,

I

Io
= exp3−

t

t +
dt

dt
t4 , s14d

contains three parameterssIo, t, and dt /dtd that are estimated
from a series of intensity measurements using standard parameter
estimation techniquesf34g. This simplistic approach is strictly
valid for small variations in temperature only because the deriva-
tive of the decay time is considered to be a perturbation oft. In
general,tsTstdd, so if the temperature changes significantly, the
governing equation for electron concentration, must be solved for
specific time dependencies oft on time. For steady-state datasas
in the present analysisd, dt /dt should be identically zero. There-
fore, this approximation is justified for the present work.

The heating rate can now be computed using the chain rule as

du

dt
=

du

dt

dt

dt
, s15d

wheredu /dt is a temperature dependent material property and is
derived from the same calibration curves used to obtain tempera-
ture from decay time. The parameter of interestsdt /dtd is ob-
tained through a fit of intensity measurements. Through test cases,
we will demonstrate that prediction ofdt /dt and subsequent data
reduction of du /dt to heat flux is inherently more stable than
estimating heat flux from temperature measurements.

Results

Data reduction. To compare different methods for predicting
heat flux, a known analytic function was chosen as the exact heat
flux, Q, to which all estimates will be compared. Table 1 lists each
type of heat flux that was examined. The exact analytic solutions
to both the temperature,Y, and the heating rate,H, fEqs.s5d and
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s9d, respectivelygwere calculated to provide the measurement data
from which the estimates were derived. The time step isDj
=0.02 giving 51 samples within thej=1 duration of the experi-
ment. Normally distributed random noise was added to the mea-
surements to evaluate how the estimators behave when measure-
ment error exists in the temperature,Yn, and heating rate,Hn. The
magnitude of the noise added to the temperature data has a stan-
dard deviation ofs=0.02, which provides visual evidence of er-
rors in the temperature for unity heat fluxes.

To provide a meaningful and fair comparison between the heat-
ing rate and temperature estimation approaches, it is not clear how
much noise should be added to the heating rate data. After all, the
noise is primarily a function of the measurement equipment,
which is entirely different than temperature measurement devices.
As a first approximation, the same noise level could be added to
both data sets. However, for a given heat flux, the magnitude of
the variation in heating rate is larger than the variation in tempera-
ture. For example, given a triangular heat flux with a value of
unity at the peak, the maximum temperature rise is approximately
0.5. The maximum heating rate is approximately 2. Therefore, the
signal is 4 times that of the temperature data. Consequently, to
make the signal to noise ratio between the two data sets compa-
rable, a noise level of 0.08 was added to the heating rate data to
obtainHn. Of course the relative magnitude of each signal varies
depending on the heat flux. Nevertheless, the triangular heat flux
was considered to be representative of all fluxes tested and in all
cases the amount of noise added to the heating rate was four times
that added to the temperature data. Note that this approach hardly
seems fair in the zero flux case, when there should be zero signal.

To provide an additional comparison, a second heating rate is
generated by differencing the noisy temperature dataYn. Because
noisy data is being differentiated, we expect errors associated with
these dataHd to be large. Table 1 reports the error normsuQ
−Qeu, whereQ is the exact heat flux andQe is the estimated heat
flux indicated in the table for each set of fabricated data. In gen-
eral, the errors associated with estimation based on the heating
rate are less than the errors for the temperature data.

The estimates were obtained assuming a piecewise linear heat
flux as described in Eqs.s11d ands8d. In the case of zero flux and
triangular flux, the linear approximation matches exactly with the
analytic heat flux. Therefore, the error in the estimates using exact
datasY andH in Table 1dare nonzero but small. These values are
nonzero because the infinite series is approximated with a finite
number of terms. The number of terms used in each case was
2000. The norm of the error associated with 2000 terms is of the
order of 10−4 for the triangular case. Using exact data for the sine
case, for example, still yields a nonzero error because the integral
of the piecewise linear approximation does not match the analytic
solution exactly.

To establish the statistical significance of the difference be-
tween the estimates derived from different data, the sample mean
x̄ and sample variances2 of the errors for each simulation were
calculated. Further, the distributions were checked for normality
by plotting the standardized normal scores against the observed
errors. A linear shape verified that all errors are normally distrib-
uted. To ensure that none of the methods contain significant bias

in the solution—meaning that the estimates were consistently ei-
ther over- or underpredicted—the calculated mean of the error
was compared to a mean of zero. In all cases, the significance test,
given by

x̄ − m0

s/În
ù tsa;n − 1d, m0 = 0, s16d

was satisfied for the two-sided 95% confidence level. Therefore,
the use of Eqs.s8d and s11d do not introduce significant bias.
Evaluation of the “quality” of the estimates proceeds from a com-
parison of the variances. Because the focus of this work is to
evaluate the heating rate approach to that of a temperature mea-
surement approach, the null hypothesis assumes that variances of
the errors between any two estimates are equal. If the null hypoth-
esis is accepted, the two approaches generate estimates whose
errors are statistically similar. The alternative hypothesis is that
the variance of the temperature approachss1

2d is larger than that of
any other approachss2

2d.

H0:s1
2 = s2

2 s17d

H1:s1
2 . s2

2 s18d
Because we are claiming that noise becomes amplified, the vari-
ance of the noise is a good measure of the amount of amplifica-
tion. The ratio of variances has anF-distribution fFsa ;N,Nd
=s1

2/s2
2g for given degrees of freedomN=n−1=50 for both

samplesf35g. At a confidence level of 95%,F=1.6125. Therefore,
the null hypothesis must be rejected for any ratio greater than
1.6125, which means that the difference in the variance is statis-
tically significant. Table 2 shows the values for the comparison
between errors from the temperature approach and the two heating
rate approaches. Based on this significance test, the only simula-
tions where the variance could not be considered significantly
different isQHd

for the sinusoidal and square heat flux cases. In all
other tests, the null hypothesis is rejected and the heating rate
approach is considered “better” than the temperature approach.

The first test case examined is the zero heat flux. The exact
surface temperature is zero in this case, but the temperature signal
with added noise is nonzero and shown in Fig. 1. From the zero
heat flux, a zero heat rate is also foundsshown in Fig. 2 along
with noisy datad. The first noisy signalHn was obtained by adding
normally distributed random values with a standard deviation of
s=0.08 sfour times the noise assigned to the temperature signald
to the zero signal. The second noisy signal was generated by cal-
culating a backward difference of the noisy temperature dataYn.
This is a simplistic approach to obtaining a heating rate that dem-
onstrates how noise in the temperature is amplified by differenc-
ing. The standard deviation of noise inherent toHd is s=0.95,
which is nearly 50 times that of the temperature data and more
than 11 times that ofHn.

Heat flux estimates for the zero flux case are shown in Fig. 3 for
the noisy temperature and heating rate data sets. It is immediately

Table 1 Reported values are norms of the error between the
exact heat flux, Q, and the estimated heat flux Qe, i.e., zQ−Qez
where e corresponds to the type of estimate given by the col-
umn labels

Table 2 Significance test for variance of errors between the
temperature case and the indicated heating rate approach. For
values greater than F„0.05;50,50…=1.6125, the hypothesis that
the variances are equal must be rejected.

Journal of Heat Transfer JUNE 2005, Vol. 127 / 563

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



obvious that the estimates produced from the heating rate data are
far superior to estimates from temperature data. As listed in Table
1, the norm of the errors is 12.9 times larger for the temperature
data and 8.05 times larger for the differenced heating rate data as
compared to the noisy heating rate dataHn. Ironically, the differ-
encing of temperature dataHd seems to produce better estimates
than the temperature dataYn. This plot and the reported errors also
indicate how much the errors are amplified. Table 3 shows the
error in the estimate normalized by the error in the measurement.
This ratio of error in the estimate to error in the measurement
snoisedis given as

E/N =
uQ − QYn

u

uY − Ynu
, s19d

where the temperature data and estimates can be replaced by the
corresponding heating rate data and estimates. For the estimates
from temperature measurementsYn, the error to noise ratio is
approximately 11 for the triangular and zero flux cases, but the
error to noise ratio of estimates from the heating rateHn is 0.2 and
from differenced heating rateHd is 0.1. TheE/N ratio for Hd is so
low because the noise level in the signal is so high. Therefore, this
metric does not allow quantitative evaluation of the estimates
from measurements but provides a sense of how each method

amplifies the noise. In fact, theE/N ratio for both Hd and Hn
should be comparable when compared to theE/N ratio for Yn.

The next test case examined is the triangular heat flux, whose
surface temperature history is shown in Fig. 4 with and without
additional noise. As in the zero flux case, the noisy signal is ob-
tained by adding a normally distributed random component with
standard deviation ofs=0.02. Visually, the noise is a small per-
centage of the actual signals,4% d. The noisy temperature his-
tory is used to predict heat fluxes by inverting Eq.s5d with the
method described above. This is inherently an unstable process,
and the estimate from noisy data,QYn

in Fig. 5 shows that small
errors become amplified in the solution. No attempt to relax the

Fig. 1 The temperature response to a zero heat flux is shown
with and without added noise. The normally distributed random
noise has a standard deviation of s=0.02. Lines are added to
guide the eye.

Fig. 2 The heating rate response to a zero heat flux is shown
with and without added noise. The normally distributed random
noise „Hn… has a standard deviation of 0.08, and a central dif-
ferencing of the noisy temperature Yn is used to produce Hd ,
which has a standard deviation of 0.94. The lines connecting
the points merely guide the eye.

Fig. 3 The heat flux estimates of the zero flux case from tem-
perature measurements Yn , heat rate measurements Hn and dif-
ferenced temperatures Hd . The lines connecting the estimates
merely guide the eye.

Table 3 Amplification of noise can be deduced from the ratio
of the norm of the errors in the estimate to the norm of the
noise in the measurements. Larger numbers indicate that the
amplification of noise is greater.

Fig. 4 The exact temperature response to a triangular heat
flux profile „see Fig. 5…. The noisy signal has a normally distrib-
uted random noise with standard deviation s=0.02.
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solution, introduce bias or otherwise implement any stabilization
technique was made. In practice, a true inverse procedure would
be implemented to achieve less noisy results than the exact match-
ing procedure used here. In fact, the zero residual methodsoften
called Stolz’s methodf32gd is a worst-case scenario. However, the
method was chosen to illustrate that estimates from a noisy heat-
ing rate can provide reasonable and accurate estimates without
bias. Figure 6 shows the estimates produced from the heating rate
data sets, which are shown in Fig. 7. Both sets of estimates appear
to match the exact solution closer than the estimates in Fig. 5.
Note how closely the heating rate measurements with noiseHn
visually matches the exact solution. The results suggest that direct
matching solution of the Volterra equation of the second kind is
not nearly as sensitive to measurement errors as the Volterra equa-
tion of the first kind. In fact, the error in the noisy estimate,QHn
appears to be damped, and the solution contains little bias and
almost no noise. However, the surprising feature is thatQHd

,
which was produced from a signalHd sopen triangles in Fig. 7d
whose noise is 20% of the actual signal, faithfully reproduces the
original heat flux with errors comparable toQYn

. Table 1 demon-
strates that the estimates from all varieties of the heating ratesH,
Hn, andHdd contain very little error.

The next case examinedssine-wave heat fluxd does not have an
analytic solution that can be modeled exactly with a piecewise

linear approximation. Therefore, there is an error inherent to the
estimates even with exact data. For this demonstration, a sinu-
soidal heat flux with a frequency of the order of the Nyquist
frequency was selected. The high-frequency component in this
data will further exercise the methods. The exact temperature re-
sponse to a sine-wave heat flux is shown in Fig. 8. Similarly the
heating rate measurements are shown in Fig. 9. In both cases,
even the exact data appear to be noisy because of the piecewise
linear approximation and the high-frequency content of the heat

Fig. 5 The heat flux history estimates are derived from the
temperatures in Fig. 4. The estimate from noisy data, QYn

, dem-
onstrate how small errors become amplified. The lines merely
guide the eye.

Fig. 6 Heat flux estimates derived from heating rate data us-
ing an exact matching scheme. Noise in the measured data is
not amplified as in case of temperature data. The lines merely
guide the eye.

Fig. 7 Heating rate measurement data for the triangular case
with an without added noise are shown. The lines merely guide
the eye.

Fig. 8 Temperature solution to a sin wave heat flux with and
without added noise

Fig. 9 Heating rate measurements of the sinusoidal heat flux
with and without noise
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flux.
Figures 10 and 11 show the difference in the flux instead of the

actual estimatesi.e., Q−Qed. The apparent periodicity of the error
in the estimates from the heating rate measurementssFig. 11d
indicate some bias in the solution. In fact, the heating rate under
predicts the flux by an average of 12% at the peaks. The bias is a
result of the piecewise linear approximation and, incidentally, is
still smaller than the error associated with the estimates derived
from temperature datassee Fig. 10d.

The final test case is particularly interesting because of the dis-
continuity inherent to a square flux. At the point when the flux is
instantaneously turned on, the heating rate would theoretically be
infinite. A measurement of this sort is not physically possible, and
a piecewise linear approximation of the flux will not capture this
discontinuity. However, the temperature remains finite and mea-
surable. Therefore, we expect significant errors at the times when
the flux is turned on and off for the hating rate case and errors
similar to previous test cases for the temperature measurements.
Temperature measurements and heating rate measurements are
shown in Figs. 12 and 13, respectively. Note that the magnitude of
the heating rate is large at the discontinuity compared to the other
test cases. Also, the reader is reminded that the amount of noise
added to the measurements is 0.02 and 0.08 to the temperature
and heating rate measurements respectively. The estimates derived
from temperature measurementssFig. 14dexhibit the usual ampli-
fication of noise as the previous test cases. However, the estimates
derived from heating ratessFig. 15dshow somewhat different be-
havior than the previous test cases. The heating rate measurement

does not capture the discontinuity well. In fact, the error shows up
as a bias for all times after the jump. Interestingly, the norm of the
error is comparable to that from temperature measurements. Nev-
ertheless, noise is often more desirable than bias if an experi-
menter must choose between the two. This artifact, however, does
not necessarily mean that heating rate can not be considered a
desirable quantity to measure. For example, Fig. 16 shows how

Fig. 10 Error in the heat flux estimates derived from tempera-
ture measurements for the sinusoidal case

Fig. 11 Error in the heat flux estimates derived from heating
rate data for the sinusoidal case

Fig. 12 Temperature solution to a square wave heat flux with
and without added noise

Fig. 13 Heating rate measurements of the square heat flux
with and without noise

Fig. 14 The heat flux history estimates are derived from the
temperatures in Fig. 12. The estimate from noisy data, QYn

,
demonstrate how small errors become amplified. The lines
merely guide the eye.
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the error sand therefore, biasd decreases with increased sample
rate, which is contrary to temperature measurement behavior. In
fact, for high sample rates, errors associated with temperature data
are orders of magnitude greater than those associated with heating
rate measurements. Consequently, the possibility for eliminating
bias in the heating rate estimates exists, but measurement noise is
omnipresent in estimates from temperature data.

Estimation of t by decay measurement.As a demonstration
of heating rate determination, the phosphor La2O2S:Eu was mea-
sured at steady state to characterize the effects of noise. Single
shot data are shown in Fig. 17 along with an exponential fit of the
datafsee Eq.s13dg. The estimated parameters aret=2.31 ms and
I0=0.00239 V. At steady state, the heating rate, and therefore the
change in decay time, is expected to be near zero. Therefore esti-
mates of the decay timet should be consistent between models
fEqs.s13d ands14dg and the change in the decay timedt /dt from
Eq. s14d should be negligible. From the estimates using the new
modelfEq. s14dg, the decay time is 2.21 ms, which is 5% different
than the constant model, and the change in decay time is
0.022 s/s, which is smaller than the noise in the estimate fort and
considered negligible. Because of the noise in the measured sig-
nal, the change in heating rate is nonzero. However, note that
photomultiplier tubesPMTd measurements are inherently noisy
and no electronic means were used to smooth or average the data.
Despite the noise, the change in decay time has little contribution

to the overall intensity decayssee Table 4d. Further the decay
times predicted from each model are consistent. As a side effect of
the estimation procedure, we can also obtain the maximum inten-
sity, which is also consistent between models. The errors in the
estimates given by 95% confidence intervals is of the order of the
noise introduced in the data reduction test cases discussed in the
previous section. Therefore, the magnitude of the errors observed
in the estimates of the test cases is comparable to what we might
expect to obtain from TGP measurements.

Based on noise in the steady-state single-shot measurement, we
can evaluate the errors in the estimation procedure when the tem-
perature changes during the decay. Data were fabricated by as-
sumingt=2.31 ms from the actual measurement. Then an artifi-
cial dt /dt=0.3 was added in Eq.s14d to obtain a new intensity
measurement. The error due to noise in the actual measurement
was then superimposed onto the exact signal, resulting in noisy
data that includes a nontrivial change in decay time. Figure 18
shows the fit of fabricated data using the typical constant decay
modelfEq. s13dg and the new model, which includes the change in
the decay timefEq. s14dg. If the decay time changes, as in the
foregoing example, then a significant difference between the fits
of Eqs. s13d and s14d are seensFig. 18d. Table 5 gives the esti-
mated parameters for the foregoing example. Agreement between
the linearly varying model and the fabricated data is exceptional
demonstrating that the measurement noise may not affect heating
rate determination from phosphor measurements. However, tran-
sient measurements need to be made to verify the utility of the
method.

The uncertainty in thedt /dt estimate is 3.3% of the actual
estimate. In addition, the uncertainty in the estimate oft is 4.2%
of the actual estimate. Because the estimate oft and estimate of
dt /dt are related to temperature and heating rate, respectively, the
data suggest that noise in each measurement should also be,4%.
In fact, this is the level of noise that was used in the preceding
example test cases. Therefore, these measurements from TGPs
indicate that the example test cases are valid estimates of the
errors we expect to see in practice.

Conclusions
A new approach to predicting heat flux is proposed, which may

improve heat flux estimates by reducing instabilities inherent in
temperature to heat flux data reduction methods. By measuring the
heating rate, the integral equation for heat flux becomes a Volterra
equation of the second kind, which is inherently more stable than
the first kind. Analysis confirms that the method is more stable
and can accommodate more noise than an approach that uses tem-

Fig. 15 Heat flux estimates derived from heating rate data „see
Fig. 13… using an exact matching scheme. Noise in the mea-
sured data is not amplified as in case of temperature data. The
lines merely guide the eye.

Fig. 16 Norm of the error for estimates derived from the mea-
surements indicated on a log–log scale. Errors are normalized
with the total number of samples.

Fig. 17 Phosphor emission from La 2O2S:Eu after LED excita-
tion was turned off. The data was translated so that the peak
emission occurs at t =0 ms. Fitting parameters are shown in
Table 4.
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perature measurements. The method for measuring heating rate
uses thermographic phosphors, which is already being used to
measure temperatures.

Evaluations of the measurement technique indicate that the
TGP measurement noise is similar in magnitude to temperature
measurement noise. Consequently, estimates from heating rate
data are expected to be much more stable and accurate than esti-
mates from temperature measurements. Therefore, TGPs may
prove to be an excellent heat flux determination technique where
surface measurements can be made optically.

However, the example measurements are preliminary and future
work will improve the reliability of the estimates. Furthermore,
work needs to be done to characterize TGPs for these types of
measurements. For example, the decay rate, excitation frequency,
emission frequency, temperature range, and proximity sensitivities
need to be tuned for each application. Despite the work that needs
to be performed to raise the process to a production level, signifi-
cant and inherent advantages can be seen from the foregoing
proof-of-concept.
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Nomenclature
t 5 time

H 5 heating rate measurements or hypothesis
I 5 phosphor emission intensity
L 5 conduction domain length
Q 5 normalized heat flux
M 5 number of terms in the series
N 5 number of measurements
R 5 residual
Y 5 measured temperatures

Greek
b 5 eigenvalues
u 5 normalized temperature change
h 5 normalized spatial dimension
L 5 normalized heating rate
t 5 phosphor decay time
j 5 normalized time

F 5 basis functions

subscripts/superscripts
d 5 difference
i 5 summation index

m 5 eigenvalue index
n 5 noisy
o 5 initial value
r 5 measurement index

Appendix
It is not immediately clear that the heating rate Eq.s9d, evalu-

ated at the surface will converge because of the first term in the
summation.

Lsjd = 2o
m=1

` FQsjd − bm
2E

0

j

Qsj8debm
2 sj8−jddj8G . s20d

Using integration by parts, the integral term can be expressed as

bm
2E

0

j

Qsj8debm
2 sj8−jddj8 = fQsj8debm

2 sj8−jdg0
j

−E
0

j
dQsj8d

dj8
ebm

2 sj8−jddj8 s21d

=Qsjd − Qs0de−bm
2 j −E

0

j
dQsj8d

dj
ebm

2 sj8−jddj8 s22d

Now the heat fluxQsjd in Eq. s22d cancels with the heat flux in
Eq. s20d to give an equivalent infinite series

Lsjd = 2o
m=1

` FQs0de−bm
2 j +E

0

j
dQsj8d

dj8
ebm

2 sj8−jddj8G s23d

Now the offending infinity has been eliminated. Because 0,j8
,j, each term in the series contains an exponential with a nega-
tive exponent. As the eigenvalue increases, all terms will approach
zero if the heat flux derivative is a bounded function. This as-
sumption is not unreasonable because it represents a physical
quantity and will not likely approach infinity. However, the series
still may not converge because the value of the exponential will
approach unity at the upper limit of the integral. Therefore, the
convergence is undetermined because the function is pointwise
bounded, not uniformly bounded.

Despite our inability to prove convergence in general, we can
show that certain discretized forms of Eq.s20d do converge. Note
that Eq. s23d should not be discretized directly as in Eq.s10d,
unless the first term is also summed and evaluated at the begin-
ning of each discrete time step.

Table 4 Estimates of decay time parameters based on mea-
sured phosphor data

Table 5 Estimates of decay time parameters based on fabri-
cated phosphor data

Fig. 18 Fit of fabricated noisy emission data using the con-
stant and linear decay models

568 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



If we assume that the heat flux can be approximated by some
piecewise function, the integral in Eq.s20d can be expressed as a
sum of integrals

Hr = 2o
m=1

` HQr − bm
2o

i=1

r E
ji−1

ji

Qsj8debm
2 sj8−jrddj8J , s24d

where the functions are evaluated at discrete times, such thatjr
=rDj, r =1,2,3, . . .,j0=0, Hr =Hsjrd, H0=0, Qr =Qsjrd, Q0=0.

Now assume that the heat flux is given by some integrable
function between time steps. The simplest is perhaps a constant,
such that the value during the time step is also the value at the
later time step.

Qsj8d = Qi, ji−1 , j8 ø ji . s25d

BecauseQsjd is a constant, it can be taken outside of the integral,
and the integral can be evaluated exactly.

Hr = 2o
m=1

` HQr − bm
2o

i=1

r

Qi

1

bm
2 febm

2 sji−jrd − ebm
2 sji−1−jrdgJ . s26d

The final term in the internal summation can be evaluated sepa-
rately to obtain

Hr = 2o
m=1

` HQr − Qrf1 − e−bm
2 Djg − o

i=1

r−1

Qifebm
2 sji−jrd − ebm

2 sji−1−jrdgJ .

s27d

The advantage of this is that now the offending infinity in the
outer summation has been canceled.

Hr = 2o
m=1

` HQre
−bm

2 Dj − o
i=1

r−1

Qifebm
2 sji−jrd − ebm

2 sji−1−jrdgJ . s28d

Each term in the summations can be expressed as some constant
sthe heat flux at a point in time the sum of exponentiald. All the
exponential terms can be expressed with an integer multiple ofDj
as

e−bm
2 nDj, n = 1,2,3, . . . . s29d

By examining the ratio of subsequent terms in each infinite sum,

lim
m→`

am+1

am
= lim

m→`

efs2m + 1dp/2g2nDj

efs2m − 1dp/2g2nDj
= r , s30d

we can determine whether the summation will converge. Follow-
ing Cauchy, if the value of the limitr is less than one, the infinite
summations will converge by the ratio testf36g. In the present
case, the limit approaches zero,

r = lim
m→`

e−2mp2nDj = 0, s31d

for any positiven andm. Because each summation will converge,
the entire the equation converges.

Note that convergence can only be found as an artifact of the
discretization. For example, if we define the constant heat flux to
be the value at the time preceding the step,

Qsj8d = Qi−1, ji−1 ø j8 , ji , s32d

the convergence is not so well behaved. In this case, the discrete
heat rate is given as

Hr = 2o
m=1

` HQr − bm
2o

i=1

r

Qi−1
1

bm
2 febm

2 sji−jrd − ebm
2 sji−1−jrdgJ ,

s33d

once the constant heat flux is removed from the integral and the
integral is evaluated. Similar to the previous example, we can
evaluate the final term of the summation separately.

Hr = 2o
m=1

` HQr − Qi−1f1 − e−bm
2 Djg − o

i=1

r−1

Qi−1febm
2 sji−jrd

− ebm
2 sji−1−jrdgJ . s34d

In this case, we end up with a term wheren=0. The limit given by
Eq. s31d approaches one and convergence is undetermined.

For a piecewise linear heat flux approximation as presented in
Eq. s7d, the heating rate is given by Eq.s11d. By considering the
term wherei =r separately as before, Eq.s11d becomes

Hr = 2o
m=1

` HQr − Qrf1 − e−bm
2 Djg − o

i=1

r−1

Qifebm
2 sji−jrd − ebm

2 sji−1−jrdg

+
Qr − Qr−1

bm
2 Dj

f1 − e−bm
2 Djsbm

2 Dj − 1dg + o
i=1

r−1
Qi − Qi−1

bm
2 Dj

febm
2 sji−jrd

− ebm
2 Djsbm

2 Dj − 1dgJ . s35d

TheQr terms cancel. All other terms except one contain an expo-
nential with a negative exponent, which has already been shown
to convergefsee Eq.s31dg. The last term to consider is

Qr − Qr−1

Dj o
m=1

`
1

bm
2 =

Qr − Qr−1

Dj

4

p2o
m=1

`
1

s2m− 1d2 . s36d

It can be shown thatom=1
` 1/mp converges if and only ifp.1

sCorollary 4.3.7 from Belding and Mitchellf36gd. Because 1/m2

.1/ s2m−1d2 for largem, the series in Eq.s36d converges by the
comparison test. Now because each series in the equation con-
verges, the equation for heating rate converges.

References
f1g Holmberg, D. G., and Diller, T. E., 1995, “High-frequency heat flux sensor

calibration and modeling,” J. Fluids Eng.,117, pp. 659–664.
f2g Piccini, E., Guo, S. M., and Jones, T. V., 2000, “The development of a new

direct-heat-flux gauge for heat-transfer facilities,” Meas. Sci. Technol.,11, pp.
342–349.

f3g Diller, T. E., and Kidd, C. T., 1997, “Evaluation of numerical methods for
determining heat flux with a null point calorimeter,” inProceedings of the
42nd International Instrumentation Symposium, Research Triangle Park, NC,
pp. 251–262.

f4g Buttsworth, D. R., and Jones, T. V., 1997, “Radial conduction effects in tran-
sient heat transfer experiments,” Aeronaut. J.,101, pp. 209–212.

f5g Ireland, P. T., and Jones, T. V., 2000, “Liquid crystal measurements of heat
transfer and surface shear stress,” Meas. Sci. Technol.,11, pp. 969–986.

f6g Newton, P. J., Yan, Y., Stevens, N. E., Evatt, S. T., Lock, G. D., and Owen, J.
M., 2003, “Transient heat transfer measurements using thermochromic liquid
crystal. Part 1: An improved technique,” Int. J. Heat Fluid Flow,24, pp.
14–22.

f7g Beck, J. V., Blackwell, B., and St. Claire, Jr., C. R., 1985,Inverse Heat Con-
duction: Ill-Posed Problems, Wiley–Interscience, NY.

f8g Guo, S. M., Lai, C. C., Jones, T. V., Oldfield, M. L. G., Lock, G. D., and
Rawlinson, A. J., 1998, “The application of thin-film technology to measure
turbine-vane heat transfer and effectiveness in a film-cooled, engine-simulated
environment,” Int. J. Heat Fluid Flow,19, pp. 594–600.

f9g Dinu, C., Beasley, D. E., and Figliola, R. S., 1998, “Frequency response char-
acteristics of an active heat flux gage,” J. Heat Transfer,120, pp. 577–582.

f10g Hadamard, J., 1923,Lectures on Cauchys Problems in Linear Partial Differ-
ential Equations, Yale University Press, New Haven, CT.

f11g Kirsch, A., 1996,An Introduction to the Mathematical Theory of Inverse Prob-
lems, Springer, Berlin, Vol. 120.

f12g Cook, W. J., 1970, “Determination of heat transfer rates from transient surface
temperature measurements,” AIAA J.,8, pp. 1366–1368.

f13g Kendall, D. N., and Dixon, W. P., 1966, “Heat transfer measurements in a hot
shot wind tunnel,” IEEE Trans. Aerosp. Electron. Syst.,AES-3, pp. 596–603.

f14g Walker, D. G., and Scott, E. P., 1997, “Evaluation of estimation methods for
high unsteady heat fluxes from surface measurements,” AIAA J.,12, pp. 543–
551.

f15g Buttsworth, D. R., and Jones, T. V., 1998, “A fast-response high spatial reso-
lution total temperature probe using a pulsed heating technique,” J. Turbom-
ach., 120, pp. 612–617.

f16g Dunn, M. G., George, W. K., Rae, W. J., Woodward, S. H., Moller, J. C., and

Journal of Heat Transfer JUNE 2005, Vol. 127 / 569

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Seymour, P. J., 1986, “Heat flux measurements for the rotor of a full-stage
turbine: Part II: Description of analysis technique and typical time-resolved
measurements,” ASME J. Turbomach.,108, pp. 98–107.

f17g Ehrich, F. F., 1954, “Differentiation of experimental data using least squares
fitting,” J. Aeronaut. Sci.,22, pp. 133–134.

f18g Tikhonov, A. N., and Arsenin, V. Y., 1977,Solutions of Ill-Posed Problems, V.
H. Winston & Sons, Washington, D.C.

f19g George, W. K., Rae, W. J., Seymour, P. J., and Sonnenmeier, J. R., 1987, “An
evaluation of analog and numerical techniques for unsteady and heat transfer
measurements with thin film gauges in transient facilities,” inProceedings of
the ASME/JSME Thermal Engineering Joint Conference, Honolulu, HI, Vol. 2,
pp. 611–617.

f20g Walker, D. G., Scott, E. P., and Nowak, R. J., 2000, “Estimation methods for
2D conduction effects of shock-shock heat fluxes from temperature measure-
ments,” AIAA J., 14, pp. 533–539.

f21g Frankel, J. I., and Keyhani, M., 1999, “Inverse heat conduction: The need for
heat rate data for design and diagnostic purposes,” inProceedings of the 18th
LASTED International Conference on Modeling, Identification and Control,
Innsbruck, Austria, February.

f22g Frankel, J., and Osborne, G., 2004, “Motivation for the development of
heating/cooling rate and heat flux rate sensors for engineering applications,” in
Proceedings of the 42nd AIAA Aerospace Sciences Meeting and Exhibit.

f23g Lamm, P. K., 1995, “Future-sequential regularization methods for ill-posed
volterra equations,” J. Math. Anal. Appl.,195, pp. 469–494.

f24g Walker, D. G., and Schetz, J. A., 2003, “A new technique for heat flux deter-
mination,” in Proceedings of the ASME Summer Heat Transfer Conference,
Las Vegas, NV.

f25g Allison, S. W., and Gillies, G. T., 1997, “Remote thermometry with thermo-
graphic phosphors: Instrumentation and applications,” Rev. Sci. Instrum.,68,
pp. 2615–2650.

f26g Sholes, R. R., 1980, “Fluorescent decay thermometry with biological applica-
tions,” Rev. Sci. Instrum.,51, pp. 882–884.

f27g Feist, J. P., and Heyes, A. L., 2000, “The characterization of Y2O2S:Sm pow-
der as a thermographic phosphor for high temperature applications,” Meas.
Sci. Technol.,11, pp. 942–947.

f28g Allison, S. W., Cates, M. R., Noel, B. W., and Gillies, G. T., 1988, “Monitoring
permanent-magnet motor heating with phosphor thermometry,” IEEE Trans.
Instrum. Meas.,37, pp. 637–641.

f29g Necati Özișik, M., 1968,Boundary Problems of Heat Conduction, Dover, New
York.

f30g Kress, R., 1989,Linear Integral Equations, Vol. 82 in Applied Mathematical
Sciences, Springer-Verlag, Berlin.

f31g Corduneanu, C., 1991,Integral Equations and Applications, Cambridge Uni-
versity Press, Cambridge.

f32g Stolz, Jr. G., 1960, “Numerical solutions to an inverse problem of heat con-
duction for simple shapes,” J. Heat Transfer,82, pp. 20–26.

f33g Shionoya, S., and Yen, W. M., editors, 1999,Phosphor Handbook, CRC Press,
Boca Raton.

f34g Beck, J. V., and Arnold, K. J., 1977,Parameter Estimation in Engineering and
Science, Wiley, New York.

f35g Hogg, Robert V., and Ledolter, Johannes, 1992,Applied Statistics for Engi-
neers and Physical Scientists, 2nd ed., Macmillan, NY.

f36g Belding, D. F., and Mitchell, K. J., 1991,Foundation of Analysis, Prentice–
Hall, NJ.

570 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Adrian Briggs
e-mail: A.Briggs@qmul.ac.uk

Sritharan Sabaratnam

Department of Engineering, Queen Mary,
University of London, Mile End Road, Mile End,

London, E1 4NS, United Kingdom

Condensation From Pure Steam
and Steam–Air Mixtures on
Integral-Fin Tubes in a Bank
Data are reported for condensation of steam with and without the presence of air on three
rows of integral-fin tubes situated in a bank of plain tubes. The data cover a wide range
of vapor velocities and air concentrations. Unlike previously reported data for plain
tubes using the same test bank and apparatus, the heat-transfer coefficients for the finned
tubes were largely unaffected by vapor velocity. When compared to a plain tube of fin-tip
diameter and at the same vapor side temperature difference, heat-transfer enhancement
ratios between 3.7 and 4.9 were found for the finned tubes compared to a plain tube in
quiescent vapor conditions, while values between 1.9 and 3.9 were found when compared
to a plain tube at the same vapor velocity. When compared to the plain tubes, the heat
transfer to the finned tubes was much more susceptible to the presence of noncondensing
gas (air) in the vapor, with enhancement ratios falling as low as 1.5 compared to the
plain tubes when even small concentrations of air were present.
fDOI: 10.1115/1.1915371g

Introduction
The mechanism of condensation heat-transfer from pure, quies-

cent vapor onto single integral-fin tubes is relatively well under-
stoodssee for instance, Martof1g, Briggs and Rosef2gd. Surface
tension induced pressure gradients drain condensate from the tips
and flanks of the fins, thinning the film and enhancing the local
heat-transfer coefficient, while at the bottom of the tube conden-
sate is retained in the inter-fin spaces leading to a decrease in heat
transfer to this part of the tube. Models which include all of these
factors, e.g., Honda et al.f3g and Briggs and Rosef4g have shown
good agreement with the large amount of experimental data avail-
able. When banks of tubes are considered, however, the situation
is more complex, involving interactions between vapor and con-
densate and changing conditions down the bank as vapor is re-
moved by condensation. Experimental data for condensation of
refrigerants on banks of integral-fin tubesssee for instance Honda
et al. f5–7g, Briggs et al.f8gd suggest that the enhancing effect of
vapor velocity seen during condensation on plain tubes is much
less significant on finned tubes, while the detrimental effect of
condensate inundation on tubes low in the bank is also less im-
portant. The situation, however, is still far from fully understood.
Previous work on single tubes has highlighted the importance of
obtaining experimental data for fluids with a wide range of ther-
mophysical properties and tubes with a wide range of geometries
in order to fully understand the mechanisms involved. To this end,
this paper presents experimental data for condensation of steam
on integral-fin tubes in a staggered bank. The fin geometry was
chosen, based on earlier work on single tubes, to be near optimum
for condensation of steam.

Apparatus and Data Reduction
Figure 1 shows a diagram of the test rig. Steam was generated

in a stainless steel boiler containing 25 electric immersion heaters
of nominal power 10 kW each. From the boiler the steam traveled
through a 180° bend and then through a 1.5 m long calming sec-
tion before entering the test section vertically downwards. The test
section and the sections just before and after it were made from
anodized cast aluminium alloy modules and all other parts of the

test rig loop were made of stainless steel. An auxiliary condenser,
containing ten rows of integral-fin tubes with four and five tubes
per row, was positioned below the test section to condense the
remaining vapor. The condensate was returned to the boiler by
gravity.

Two banks of tubessshown schematically in Fig. 2d were
tested. Both were housed in a rectangular test section having in-
ternal length 272 mm, width 52.4 mm, and height 250 mm. PTFE
bushes insulated the test tubes from the body of the test section.
Both banks consisted of ten rows of two and one tubes per row in
a staggered, equilateral triangular arrangement with a diagonal
pitch of 26.2 mm. The single-tube rows were fitted with noncon-
densing dummy half tubes. One side of the test section was fitted
with a glass window to allow observation of the tubes.

The results for the first tube bank have been reported previously
in Briggs and Sabaratnamf9g. In this case all 15 test tubes were
plain copper tubes with outer diameter of 19.1 mm, inner diameter
12.7 mm, and condensing length 272 mm. In the second test bank,
the results from which are reported in detail here, the plain tubes
in rows 5, 6, and 7 where replaced by copper tubes with rectan-
gular cross-section integral fins. The finned tubes had the follow-
ing dimensions: fin-tip diameter 19.1 mm, internal diameter
12.7 mm and fin thickness, height and spacing 1 mm, 1.5 mm,
and 1.5 mm, respectively. These dimensions were based on the
results of previous work on single integral-fin tubes and are close
to optimum for condensation of steam.

Each row of tubes was cooled separately by water with the
coolant inlet temperatures and flow rates the same for all rows.
The heat-transfer rate to each row was calculated from the coolant
flow rate and temperature rise. The coolant flow rate to each row
was measured using variable-aperture, float-type flowmeters with
an uncertainty of 2%. The coolant temperature rise in each row
was measured by a 10-junction thermopile, with junctions placed
in well-insulated mixing chambers at inlet and exit of each tube
row to ensure adequate isothermal immersion. Upstream vapor
temperature and pressure were measured using a stainless-steel
sheathed K-type thermocouple and a U-tube mercury manometer
respectively. All the thermocouples were calibrated against a pre-
cision platinum resistance thermometer, itself calibrated to an ac-
curacy of 0.001 K. The uncertainty in temperature measurement
using the thermocouples was estimated at less than 0.1 K, and that
for the coolant temperature rise, measured with the ten-junction
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thermopiles, was estimated at 0.01 K. The range of coolant tem-
perature rise in the tests was 0.9 K to 17.2 K. The vapor-side,
heat-transfer coefficient,a is defined as follows:

a =
q

sTv − Twod
s1d

whereq is the heat flux calculated from the coolant flow rate and
temperature rise, and based on the outside surface area of the plain
tube or the fin-tip envelope area of the finned tube,Tv is the local
steam or steam–air temperature andTwo is the mean outside wall
surface temperature of the plain tubes in the row or the mean
fin-root temperature of the finned tubes.

The plain tubes in both banks were instrumented with four ther-
mocouples each, embedded in the walls at the mid-point of the
tube and at angles of 22.5 deg, 112.5 deg, 202.5 deg, and 292.5
deg to the vertical. The thermocouples were fitted in 2.7 mm deep
slots in the tube walls and covered by copper strips, soldered in
place. The local inner and outer surface temperatures of the tubes
were calculated from the thermocouple readings by assuming uni-

form radial conduction through the tube wall.Two was taken as the
arithmetic mean of the four outside wall temperatures.

The finned tubes in the second bank were uninstrumented and
in this case the vapor-side, heat-transfer coefficient was found by
subtracting the coolant and wall resistances from the measured
overall thermal resistance. To obtain a correlation for the coolant-
side, heat-transfer coefficient the data for the instrumented plain
tubes in rows 5, 6, and 7 of the plain tube bank were used. Care
was taken in the design and construction of the two tube banks to
ensure that the plain and finned tubes had identical internal geom-
etry, including the entrance, exit and transfer passages for the
coolant, to ensure that the measured coolant-side correlations ob-
tained from the instrumented plain tubes could be used with the
uninstrumented finned tubes. The coolant-side data for the instru-
mented plain tube rows are shown in Fig. 3, plotted on the basis of
the Seider and Tatef10g correlation for turbulent flow in a pipe. It
can be seen from Fig. 3 that the data are well represented by
equations of the form

Nuc = Ac Rec
0.8 Prc

1/3S mc

mwi
D0.14

s2d

whereAc=0.0284 for rows 5 and 7 andAc=0.0307 for row 6. The
slightly different value for row 6 is due to the fact that this row
had only one active tube while rows 5 and 7 had 2. It should also
be noted that the coefficientsAc in Eq. s2d are slightly higher than
the often quoted value of 0.027 from the original work of Seider
and Tate due to the short tubes used in the present work. Equation
s2d was used to calculate the coolant-side resistance of the three
uninstrumented finned tube rows. This was subtracted, along with
the tube wall resistance, calculated assuming uniform radial con-
duction sinside surface to fin root diameterd from the measured
overall resistance, to obtain the vapor-side, heat-transfer
coefficient.

The mass flow rate of steam at approach to the test section was
calculated from the power input to the boiler. A small correction
was made for the heat-loss from the well-insulated apparatus. Ac-
count was also taken of the energy required to heat the injected air
from its inlet temperature to the temperature of the resulting mix-
ture. An energy balance was performed between energy supplied
to the boilers and energy removed via the coolant and thermal
losses. The discrepancy was never greater than 4%. Air was in-
jected into the boiler, below the level of the liquid to ensure good
mixing with the steam, and its flow rate was measured using a
variable-aperture, float-type flowmeter. The mass fraction of air,
Wu, in the steam–air mixture at approach to the test section was

Fig. 1 Apparatus „TC indicates position of thermocouple …

Fig. 2 Test sections and tube geometry
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calculated from the mass flow rates of the steam and air, and also
from the measured pressure and temperature upstream of the test
section, assuming saturation conditions and using the Gibbs–
Dalton, ideal-gas mixture equations, which give

W=
P − PssTd

P − s1 − Mv/MgdPssTd
s3d

The estimated uncertainty in the measurement ofWu was ±0.002
for both methods, while the difference between values obtained by
the two methods was always less than 0.002. The values obtained
from the steam and air mass flow rates were used in all subsequent
calculations.

The vapor flow rate and air concentration at approach to each
row were calculated by subtracting the mass of steam condensed
on upstream rows from the flow rate upstream of the bank. The
temperature of the steam–air mixture at approach to each row was
then calculated from Eq.s3d assuming negligible pressure drop
down the bank. Estimates of the pressure drop through the bank
indicated that the resulting overestimate of the calculated vapor
temperature would never exceed 0.1 K. The “bulk” vapor tem-
perature,Tv, “bulk” air concentration,Wb, and local vapor veloc-
ity, Uv appropriate to a given row was taken as the arithmetic
mean of the upstream and downstream values.

Great care was taken to ensure the results where not effected by
either dropwise condensation or, in the case of the pure steam
tests, noncondensing gas. To prevent the former the test tubes
were cleaned thoroughly before insertion into the test section us-
ing a dilute chromic acid bath and the test tubes were visually
checked during all test runs by means of the glass window fitted to
one side of the test section. To minimize noncondensing gassaird
in the test section during tests with nominally pure steam, the
whole apparatus was tested for leaks between runs. This was done
by evacuating the apparatus with a vacuum pump and then sealing
it and monitoring the internal pressure over a period of approxi-
mately 10 h. With an initial pressure of around 1 kPa the increase
in pressure over this period was never greater than 1 kPa. In any
case all tests were conducted slightly above atmospheric pressure
which would itself prevent air in-leakage. The noncondensing gas
content in the vapor upstream of the test section was also moni-
tored during the runs with pure steam, using the measured tem-
perature and pressure and Eq.s3d. Using this method the measured
noncondensing gas content for the nominally pure steam tests was
never greater than 0.002, which is within the uncertainty of the
measurement.

An uncertainty analysis was carried out on the results using the
method of Kline and McClintockf11g. This method uses the esti-
mated uncertainties in the experimental measurementsse.g., in
coolant flow rate, coolant temperature rise, etc.d and calculates the
propagation of these uncertainties in the reported resultsse.g., heat
flux, vapor-side temperature difference, etc.d. Using this method
and the uncertainties in the measured parameters given above the
calculated uncertainty in the vapor mass flow ratesand hence the
vapor velocityd at the entrance to the test section was never
greater than 2%. The uncertainty in the heat flux to the test tubes
was never greater than 3%, the main contribution to this value
being the uncertainty in the coolant flow rate. The combined un-
certainties in the heat flux and the vapor mass flow rate are in line
with the small discrepancies in the energy balance for the whole
apparatus discussed above. The main uncertainty in the vapor-side
heat-transfer coefficient arose from the use of Eq.s2d to calculate
the coolant-side thermal resistance. The uncertainty in Eq.s2d was
estimated as 5%, based on the scatter in the experimental data
seen in Fig. 3. The propagation of this uncertainty in the calcu-
lated vapor-side heat-transfer coefficient depends on the balance
of thermal resistances between the coolant side, the tube wall and
the vapor-side. The two extremes were:s1d condensation from
steam–air mixtures on the plain tubes, where the coolant-side re-
sistance was between 45% and 65% of the totalsdepending on
coolant flow ratedand the resulting uncertainty in the vapor-side
coefficient was between 4% and 11%; ands2d condensation of
pure steam on the finned tubes, where the coolant-side resistance
was between 55 and 80% of the total, and the resulting uncertainty
in the vapor-side coefficient was between 7% and 25%.sNote that
in all cases the wall resistance was never greater than 8% of the
total and its calculation only dependent on the measured heat flux
and the tube geometry. Its contribution to the uncertainty in the
vapor-side coefficient was therefore always small.d

Results for Pure Steam
All tests were performed at a little above atmospheric pressure

and were repeated on different days to ensure accuracy and con-
sistency. For pure steam, results were obtained for steam veloci-
ties at approach to the test section between 4.5 and 10.5 m/s and
coolant velocities between 1.6 and 3.2 m/s.

Plain Tubes. Figure 4 shows the present results for the plain
tube rowssi.e., rows 1–4 and 8–10d. The results are compared to
those of Briggs and Sabaratnamf9g who, as described earlier, used

Fig. 3 Coolant-side data for instrumented plain tubes
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the same apparatus but with ten rows of plain tubes. Also shown
in Fig. 4 are the theoretical lines of Nusseltf12g for free convec-
tion and Shekriladze and Gomelaurif13g, who used the
asymptotic, infinite condensation rate approximation to model the
vapor-shear at the liquid–vapor interface. The Nusselt result can
be written

Nu

Retp
1/2 = 0.728F1/4 s4d

while the result of Shekriladze and Gomelauri can be writtenssee
Rosef14gd as

Nu

Retp
1/2 =

0.9 + 0.728F1/2

s1 + 3.44F1/2 + Fd1/4 s5d

Note that Eq.s5d tends to Eq.s4d for largeF slow vapor velocityd
and to Nu/Retp

1/2=0.9 for smallF shigh vapor velocityd. In Fig. 4
and elsewhere in this report the local vapor velocityUv is based
on the total cross-sectional area of the test section normal to the
flow and the arithmetic mean of the vapor volume flow rates up-
stream and downstream of the row. The present results are in good
agreement with those of Briggs and Sabaratnamf9g. It can be seen
that Eq.s5d is in reasonable agreement with both the present and
earlier data indicating that the decrease in vapor velocity is the
main reason for the decrease in heat-transfer coefficient down the
bank. There is some evidence, however, that the data for the lower
rows of the bank are somewhat lowerfrelative to Eq.s5dg than
those for the upper rows, suggesting that condensate inundation
may play a minor role. This is more noticeable for rows 8–10 of
the present data where the condensate inundation rate on these last
three rows is larger than in the earlier investigation due to the
presence of the three finned tube rows in the bank and the conse-
quent higher condensation rate on these rows. In Fig. 4, a small
amount of the data was omitted for rows 8–10, where the local
vapor velocity fell below 0.5 m/s. At these low velocities air was
able to enter the bottom of the test section and neither Eq.s4d and
s5d would be expected to predict the data under these conditions.
In the above comparisons, the local bulk vapor velocity used was
based on the overall cross-sectional area of the test section. While
it is not obvious which area is the correct one for calculation of
the local vapor velocity for the case of a tube bank, the use of the
minimum area between the tubes and the mean-void areasi.e., the
total volume of the test bank not occupied by tubes divided by its
heightd resulted in less good agreement with Eq.s5d.

Finned Tubes.Figure 5 shows the variation of heat flux with
vapor-side temperature difference for the finned tube rowssrows
5, 6, and 7das well as the plain tube data of Briggs and Sabarat-
nam f9g for the same three rows. Data are shown for four vapor
velocities at approach to the test bank, namely 4.6 m/s, 6.1 m/s,
7.5 m/s, and 9.2 m/s.sNote that the vapor velocities given in Fig.
5 are values for the relevant row and so cover a range of veloci-
ties, due to varying condensation rates above this row.d The finned
tube rows exhibit heat fluxes between 2.5 and 3.5 times higher
than the plain tubes at the same vapor-side temperature difference.
For the plain tubes there is a clear effect of vapor velocity on the
heat flux with higher vapor velocities leading to higher heat flux at
a given vapor-side temperature difference due to thinning of the
condensate film by vapor shear, and consequently the data fall
above the free-convection model of Nusseltf12g. For the finned
tubes, however, there is no measurable effect of vapor velocity on
heat-transfer rate. This result may be due to the fact that the sur-
face tension induced radial pressure gradients in the condensate
film continue to drain liquid from the fin tips to the fin root and
this mechanism out ways the circumferential drainage caused by
vapor shear. Also, a significant portion of the tube area is on the
fin flanks and root where it will be partially shielded from the
effects of vapor shear.

Also shown in Fig. 5 are the data of Wanniarachchi et al.f15g
for a single tube with fin dimensions the same as those of the
present investigation but with a slightly larger fin–tip diameter
s22.1 mm compared to 19.1 mm in the present investigationd. De-
spite the small difference in geometry and the fact that the earlier
data are for a lower vapor velocity of 1 m/s, good agreement can
be seen with the present data, confirming that vapor velocity has a
very limited effect on the condensation heat transfer in this case.
Also shown in Fig. 5 is the theoretical result for the present finned
tube geometry using the relatively simple, semiempirical model of
Briggs and Rosef4g for free-convection condensation of pure va-
por on finned tubes. The theory is in reasonable agreement with
the experimental data.

Figure 6 shows the variation in vapor-side, heat-transfer coef-
ficient with row for the present data and the earlier data of Briggs
and Sabaratnamf9g. Separate plots are shown for 3 different cool-
ant flow rates with 4 vapor approach velocities shown on each
plot. Note that the ranges of vapor velocity given in this case
represent the decrease in vapor velocity down the bank. Thus the
higher vapor velocity quoted is that at the first row while the

Fig. 4 Results for pure steam condensing on plain tube rows for present and
previous investigations
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lower value is that at the tenth row. Figure 6 underlines the good
agreement between the present and earlier data for the first four
rows previously seen in Fig. 4. In most cases a decrease in heat-
transfer coefficient down the bank is evident for both tube banks.
This is particularly evident when the approach velocity is very
low sapproximately 4.5 m/sd and the coolant velocity is quite
high s2.6 m/s and abovedand is due mainly to the rapid decrease
in vapor velocity down the bank rather than to condensate inun-
dation. As pointed out earlier, it is also possible that at very low
local vapor velocities, air may have entered the bottom of the test
section and effected the heat-transfer to the lower rows, leading to
the very low heat-transfer coefficients seen for rows 8–10 in Figs.
6sad and 6sbd. In a few cases, where the vapor velocity is high all
through the bank and the air effect mentioned above would not be
present, there is a slight increase in the vapor-side coefficient on
the last two rows of the bank. The reason for this is unclear but
possible explanations may include turbulence in the condensate
film or exit effects from the bank. Its occurrence in many of the
data setsfe.g., in Figs. 6sbdand 6scdgwould tend to suggest this is
a real phenomena and not simply scatter in the experimental data.
Also evident in Fig. 6 is the enhancing effect of vapor velocity on
the heat transfer to each individual row of plain tubes and the
absence of any similar effect on the three rows of finned tubes.

Heat Transfer Enhancement Ratios.When assessing the ef-
fectiveness of enhanced surfaces during heat transfer it is useful to
define an enhancement ratio which indicates the ratio of heat-
transfer coefficients for finned and plain tubes under specified
conditions. For condensation on single finned tubes at low vapor
velocity a convenient enhancement ratio is given by

«DT = SNufinned tube

Nuplain tube
D

sameDT

s6d

whereNuplain tube is for a plain tube of outside diameter equal to
the fin-tip diameter of the finned tube. Furthermore, it has been
shown in numerous experimental investigationsssee for instance
Briggs et al. f16gd that for low vapor velocity, both plain and
finned tubes exhibit approximately the same dependence of heat
flux on vapor-side temperature differencesi.e., q approximately
proportional toDT3/4d and hence«DT as defined by Eq.s6d is
independent ofDT.

In the case of a bank of finned tubes, the situation is more
complex, since the enhancement ratio should be evaluated for the
same vapor velocity as well as the same vapor-side temperature
difference. To do this curves of the form

Nu

Retp
1/2 = AFn s7d

were fitted to the experimental data for the three finned tube rows
and to the equivalent three rows of plain tubes from the earlier
data of Briggs and Sabaratnamf9g. In the case of the plain tubes,
fits to the three rows separately gave very similar results and so a
global fit to all three rows together was used. The results are
shown in Table 1. It can be seen that the fits to the finned tube
rows gaven very close to 0.25 illustrating the weak dependence
of heat-transfer coefficient on vapor velocity.sNote that for pure
free-convection, as in the Nusseltf12g expression,n=0.25 and
A=0.728.dThe values ofA whenn is fixed equal to 0.25 are also
listed in Table 1. Figure 7 shows the data for these rows with
curve fit lines also shown.

From the results of the above curve fitting we can define and
evaluate two enhancement ratios for the finned tube rows. The
first is defined as the ratio of the Nusselt number for the finned
tube to that of a plain tube with fin-tip diameter at the same
vapor-side temperature difference, found from the Nusseltf12g
model fEq. s4dg i.e., for zero vapor velocity.

Fig. 5 Results for pure steam condensing on plain and finned
tube rows
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«DT,0 = S Nufinned

NuNusselt
D

sameDT

= SAfinnedsn = 0.25d
0.728

D s8d

and the second is the ratio of Nusselt numbers for the finned and
plain tubes at the same value of the parameterF, i.e., at the same
vapor-side temperature difference and vapor velocity, calculated
as follows:

«DT,Uv
= SNufinned

Nuplain
D

sameDT,Uv

= SAfinnedsn = 0.25d
Aplainsn = 0.11dDF0.14 s9d

It can be seen that the first of these enhancement ratios is a con-
stant. The second however is a function ofF, and hence of vapor-
side temperature difference and vapor velocity. The calculated en-

Fig. 6 Variation of vapor-side heat-transfer coefficients with row for pure
steam condensing on plain and finned tube banks

Table 1 Curve fits and enhancement ratios
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hancement ratios for each of the three finned rows are listed in
Table 1. In the case of the second enhancement ratio, two values
are given for each finned tube row, evaluated at the extreme val-
ues of the parameterF for the present finned tube data.

Results for Steam–Air Mixtures
As with the pure steam case, all the steam–air tests were per-

formed at a little above atmospheric pressure and were repeated
on different days to ensure accuracy and consistency. For steam–
air mixtures, results were obtained for approach velocities be-
tween 4.5 and 7.2 m/s, coolant velocities between 1.6 and
3.2 m/s, and air concentrations at approach to the test section up
to 7.8% by mass.

Figure 8 shows the variation in vapor-side, heat-transfer coef-
ficient down the bank for a representative sample of the data. Note
that the ranges of air concentrations given represent the increase
in air concentration down the bank. Thus the lower air concentra-
tion quoted is that at the first row while the higher value is that at
the tenth row. Data of Briggs and Sabaratnamf9g for the bank of
ten plain tubes are also shown. The variation in heat-transfer co-
efficient down the bank for steam–air mixtures is similar to that
for pure vapor. For all upstream vapor velocities the data for
larger upstream air concentrations show lower vapor-side, heat-
transfer coefficients on the plain tubes at the top of the bank as
expected. On the finned tubes in rows 5, 6, and 7, the effect of air
on the heat-transfer coefficient is much more marked than on the
plain tubes, with very small air concentrations leading to reduc-
tions in heat-transfer coefficients of up to 50%. This effect is
much stronger than on the equivalent plain tubes, as can be seen
by comparing the present data for the finned tube rows, 5, 6, and
7, with finned tubes to those of Briggs and Sabaratnamf9g for the
same three rows of plain tubes. This observation is particularly
noteworthy since the plain tube data are for a much higher range
of air concentrations than the finned tube data. The result of this is
that the effectiveness of the fins in enhancing the vapor-side, heat-
transfer coefficient is significantly reduced when air is present in
the steam. The effective enhancement ratio with air present is as
low as 1.5, compared to values up to 3.8 for pure steamssee
aboved. As we saw for the pure-steam data, the effect of vapor
shear in thinning the film and enhancing the heat-transfer coeffi-
cient is greatly reduced when fins are added to the tubes, due
partly to areas of the tube between the fins being “sheltered” from
the full effect of vapor shear. When air is present, vapor velocity
normally acts to prevent high air concentrations building up at the
liquid–vapor interface as vapor is removed by condensation, and

hence the effects of air are mitigated somewhat when substantial
vapor velocity is present. If areas of the finned tube surface are
sheltered from vapor velocity effects then air-concentrations will
build up at the surface more easily and the effects of air will be
more noticeable for finned tubes than for plain tubes.

The steam–air data are compared below with the theory of Rose
f17g for forced-convection condensation on a single horizontal
tube, in the presence of a noncondensing gas. The theoretical re-
sult is here expressed as a relationship between the heat flux and
the difference in air mass fraction between the bulk vapor and that
at the condensate surface.

qd

hfgrvD
= 0.5 Rev

1/2HF1 + 2.28 Sc1/3S Wi

Wb
− 1DG1/2

− 1J s10d

In Lee and Rosef18g, it was shown that Eq.s10d gave good
agreement with experimental data for single tubes and for various
vapor–gas combinations and conditions.

To compare the experimental data directly to Eq.s10d, it is
necessary to know the steam–air composition at the vapor-
condensate interface,Wi, which can be found from Eq.s3d, with
Ps taken atTi, the temperature at the interface.Ti was calculated
from the measured heat flux and wall temperature using the curve
fits to the pure steam data represented by Eq.s7d and using the
values ofA listed in Table 1swith n=0.25 for the finned tubes and
n=0.11 for the plain tubesd. The results are shown in Fig. 9. The
steam–air velocity, air concentration, and steam–air temperature
were calculated from the upstream values and the measured heat
fluxes to each row as described above. Arithmetic means of the
values above and below the row were used in Fig. 9. As earlier,
the steam–air velocity used in place of the “free-stream” velocity
of the single-tube theory was that based on the overall test-section
area. The diffusion coefficient was evaluated atsTv+Tid /2 using
the equation given by Reid and Sherwoodf19g. The density of the
steam–air mixture was evaluated by assuming an ideal-gas mix-
ture and viscosity was obtained by the method of Wilkef20g.
Arithmetic means of the values of density and viscosity at the
interface temperature,Ti and the local bulk temperature,Tv, were
used in Fig. 9.

It can be seen in Fig. 9 that the data for the plain tubes are much
higher than the single tube theory of Rosef17g. In Briggs and
Sabaratnamf9g, where these data are discussed in more detail, it
was suggested that this was due to mixing and recirculation of the
steam–air mixture as it flowed through the tube bank, which
would prevent large air concentrations building up at the liquid–

Fig. 7 Curve fit lines for pure steam plain and finned tube data
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vapor interface. For the finned tubes, the data are closer to the
plain tube theory. This could be explained by air concentrations
building up in the interfin spaces where the tube surface is some-
what sheltered from the vapor velocity.

Conclusions
Experimental data are reported for condensation of atmospheric

steam, with and without the presence of air, on a tube bank con-
taining three rows of integral-fin tubes. For the pure steam case
the vapor-side, heat-transfer coefficients for the finned tubes
where essentially independent of local vapor velocity and were
between 2.5 and 3.5 times higher than those measured for plain
tubes at the same vapor-side temperature difference and vapor
velocity and placed in the same position in the tube bank. Two
representative heat-transfer enhancement ratios where suggested
for condensation from pure vapors on enhanced tubes in a bank.
The first was defined as the Nusselt number of the finned tube
divided by that for a plain tube calculated from the Nusseltf12g
model for condensation of quiescent vapor and the second as the
Nusselt number of a finned tube divided by that of a plain tube at

the same vapor-side temperature difference and vapor velocity.
The first of these ratios was found to be constant for the present
data while the second was a function of vapor velocity and vapor-
side temperature difference. Values of these two enhancement ra-
tios are listed for the present data in Table 1.

For the steam–air data, the finned tubes showed a much larger
decrease in vapor-side heat-transfer coefficients with air concen-
tration than the plain tubes. This resulted in enhancements in
vapor-side, heat-transfer coefficients due to the fins of only about
1.5 when even small concentrations of air were present, compared
to values up to 3.5 for pure steam.

Nomenclature
A 5 constant in Eq.s7d

Ac 5 constant in Eq.s2d
cpc 5 specific isobaric heat capacity of coolant
D 5 diffusion coefficient
d 5 outside diameter of plain tube or fin-tip diam-

eter of finned tube

Fig. 8 Variation of vapor-side, heat-transfer coefficients with row for steam–
air mixtures condensing on finned tube bank
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di 5 inside diameter of tube
F 5 dimensionless parameter,smgdhfg /kUv

2DTd
g 5 specific force of gravity

hfg 5 specific enthalpy of evaporation
k 5 thermal conductivity of condensate

kc 5 thermal conductivity of coolant
Mg 5 molar mass of air
Mv 5 molar mass of steam
Nu 5 condensate Nusselt number,sad/kd

Nuc 5 coolant Nusselt number,sacdi /kcd
n 5 constant in Eq.s7d
P 5 pressure

PssTd 5 saturation pressure at temperatureT
Prc 5 coolant Prandtl number,smccpc/kcd

q 5 heat flux based on outside surface area of plain
tube or fin-tip envelope area of finned tube

qi 5 heat flux based on inside surface area of tube
Rec 5 coolant Reynolds number,srcUcdi /mcd
Retp 5 two-phase Reynolds number,srUvd/md
Rev 5 steam or steam–air Reynolds number,

srvUvd/mvd
Sc 5 schmidt number,smv /Drvd
T 5 temperature
Ti 5 temperature at condensate–vapor interface
Tc 5 coolant temperaturesmean of inlet and outlet

temperatures for rowd
Tv 5 local steam or steam–air temperaturesarith-

metic mean of upstream and downstream tem-
peratures for tube rowd

Two 5 mean outside wall temperature of plain tube or
mean fin-root temperature of finned tube

Twi 5 mean inside wall temperature of tube
Uc 5 coolant velocity
Uu 5 steam or steam–air velocity upstream of test

section
Uv 5 local steam or steam–air velocity based on

overall cross-sectional area of test section and
the arithmetic mean of the upstream and down-
stream volume flow rate

W 5 mass fraction of air in steam–air mixture
Wb 5 local “bulk” mass fraction of air in steam–air

mixture sarithmetic mean of upstream and
downstream values for tube rowd

Wi 5 mass fraction of air in steam–air mixture at
condensate–vapor interface

Wu 5 mass fraction of air in steam–air mixture up-
stream of test section

a 5 vapor-side, heat-transfer coefficient,sq/ sTv
−Twodd

ac 5 coolant-side, heat-transfer coefficient,sqi / sTwi

−Tcdd
DT 5 vapor-side temperature difference,sTv−Twod
«DT 5 enhancement ratio for a single finned tube in

stationary vapor, i.e., Nusselt number for
finned tube based on fin-tip diameter, divided
by Nusselt number for plain tube with fin-tip
diameter at the sameDT

«DT,0 5 enhancement ratio for finned tube in a bank,
i.e., Nusselt number for finned tube based on
fin–tip diameter, divided by Nusselt number
for plain tube with fin-tip diameter, calculated
from Nusseltf12g theory at the sameDT

«DT,Uv 5 enhancement ratio for finned tube in a bank,
i.e., Nusselt number for finned tube based on
fin–tip diameter, divided by Nusselt number
for plain tube with fin–tip diameter at the same
DT andUv

m 5 viscosity of condensate
mc 5 viscosity of coolant
mv 5 viscosity of steam or steam–air mixture

mwi 5 viscosity of coolant evaluated atTwi
r 5 density of condensate

rc 5 density of coolant
rv 5 density of steam or steam–air mixture
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Liquid-Crystal Thermography:
Illumination Spectral Effects.
Part 1—Experiments
Experiments have been performed to examine the spectral effects of the illumination
source on the hue-temperature characteristics of thermochromic liquid crystals (TLCs)
used in a liquid-crystal thermography system. Five illumination sources were compared
in this study. It was found that “full spectrum” sources, which have a relatively uniform
radiant intensity across the visible spectrum, tend to have the lowest temperature uncer-
tainties and the broadest useful ranges, which are desirable calibration attributes. Ra-
diation in the infrared, which leads to (usually undesirable) heating of a test surface, and
in the ultraviolet, which can damage TLCs, are discussed for the various light sources.
Experimental observations of the effect that UV damage has on liquid crystal calibrations
are also provided. The use of a new method called background subtraction and the use of
white balancing are investigated as methods of improving the calibration characteristics
of TLCs. The uncertainty in temperature associated with different illumination sources
and both background subtraction and white balancing is determined and discussed. It is
shown that these methods can reduce the uncertainty in some cases.
fDOI: 10.1115/1.1909207g

Background
Early uses of thermochromic liquid crystalssTLCsd to measure

temperature used a single colorsusually yellowd to produce a
single isotherm. Moffatf1g and Jonesf2g provide an overview of
liquid-crystal characteristics and their use in heat transfer testing.
Early applications include those of Cooper et al.f3g and Hippen-
steele et al.f4g. Baughnf5g provides a review of five different
methods of determining heat transfer coefficients using a narrow-
band TLC.

More recently a range of temperatures has been measured with
TLCs by relating the color or hue to temperature. Hollingsworth
et al. f6g were among the first to obtainR,G, andB information
from a single image, which was converted into hue. After calibra-
tion, the hue field produces the surface temperature distribution
sthermographydand the heat transfer distribution. Camci et al.f7g
also used a hue-capturing technique. The peak intensity has been
related to a particular temperaturese.g.,f8,9gd.

Several different representations for hue have been proposed
Farinaf10g. Hay and Hollingsworthf11g suggested the following
representation, which is used throughout the present work:

Hue = arctanF Î3sG − Bd
2R− G − B

G s1d

Hay and Hollingsworthf11g report uncertainties of about 7% of
the useful range. Baughn et al.f12g showed that median filtering
can reduce the uncertainties significantlysfor example, to about
3.7% with a 535 median filterd. Hay and Hollingsworthf11g
suggest that the response of a chiral nematic liquid crystal
sCNLCd may be affected by temperature gradient. Ireland and
Jonesf13g explain this affect of the temperature gradient. Ander-
son and Baughnf14g showed that hysteresis in microencapsulated
TLC can be as much as 20–60% of the useful temperature range
when cooled rather than heated.

There are a number of overviews of the liquid crystalline state
se.g., f1,2,11,15–17gd. To reduce irreversible damage from sol-

vents and UV radiation TLCs are commonly microencapsulated
si.e., the TLC material is encased in a polymer coating, forming
spheresd. Microencapsulated TLCs are used in all of the results
presented here.

It is generally understood that the perceived colorsor huedfrom
a liquid-crystal-coated surface is a function of the spectral char-
acteristics of the illumination source, the reflecting surface and the
sensing devicef7,9,10g. Wang et al.f9g state that knowledge of
these spectral characteristics could be used to predict the
intensity-temperature relation. Predicting this relation with an ac-
curacy comparable to an actual calibration is unlikely because of
the need for precise knowledge of the characteristics of each im-
aging componentse.g., each new TLC coating may yield different
reflectivity characteristicsd. Greater understanding of the effect
each component has on the resulting calibration, however, would
be useful.

Hay and Hollingsworth f11g provided extensive hue-
temperature calibration data for three polymer-dispersedsnonen-
capsulateddCNLCs. They found a similarity between the shape of
the three calibration curves. They also state that several other
researchers found similar shaped hue-temperature relations for
other TLC mixtures when using the same definition of hue. They
developed a general polynomial equation to collapse three differ-
ent calibration curves to a single universal equation. With this
general calibration equation they suggest that only six images
shue-temperature pairsd are necessary to apply the general equa-
tion to any CNLC, although they do say that other CNLCs should
be tested to confirm this.

Farina et al.f10g describes a method of reducing the effect of
background light source spectral distribution on hue-temperature
calibration by normalizing the signal to a set of reference colors.
They state that when background lighting is present, the perceived
color of the microencapsulated TLC surface tends to shift toward
the color of the background light. This is true, however, it is more
rigorous to say that the measured color, or hue, tends to shiftsor
be attenuateddtoward the background hue of the TLC-coated sur-
face whether background lighting is present or not.

A wide variety of light sources have been used to illuminate
TLC coated surfaces in the past, e.g., room lightingf8g, tungsten
f7,19g, halogenf20–22g, flood lampsf6g, a 3200 K white light
sourcef10g, fluorescentf9,11,23g, Haloluxf18g, Xenon short arc
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lamp f24g, and studio lightingf25g. Some sources were used to
produce minimal UV output, some to produce minimal IR heating,
some to provide “white light,” some for high intensity and some
for mere convenience. Some of the sources listed also included IR
filters to reduce radiant heating of the TLC surface, which may
have altered the spectral distribution illuminating the surface.

Hay and Hollingsworthf11g compared four different methods
of numerically representing colorsthree of which were hue basedd
to produce color-temperature calibrations in an effort to determine
the “best” method. The main criteria for comparison were the
maximum effective width of the calibration range and the mini-
mum uncertainty in temperature.

The experimental study reported here has been carried out to
examine the effect of the illumination spectrum on the hue-
temperature calibration of a typical liquid-crystal thermography
system. Five different illumination sources were used, and as ex-
pected, the illumination source was found to have a significant
effect on the shape of the hue-temperature calibration curve. As a
rule, therefore, a general calibration equation, as suggested by
Hay and Hollingsworthf11g, should not be transported from one
experimental configuration to another. The use of background sub-
traction and white balancing are investigated as methods of im-
proving the calibration characteristics.

Liquid-Crystal Thermography System
A diagram of the liquid-crystal thermography system used in

these experiments is shown in Fig. 1. For a discussion of the
nomenclature for the radiation terms in this diagram see Part 2 of
this paper on theoryf26g. The system consists of a diffuse illumi-
nation source with its own spectral distribution that depends on
the source of the illumination. The illumination source is sur-
rounded by an optional UV shield. The incident light is reflected
from a surface coated with black paint and microencapsulated

thermochromic liquid crystals. The surface reflectivity can be a
function of both wavelength and surface temperature. The re-
flected light enters a three-chip CCD camera and is split into three
beams. These beams pass through red, green, and blue filters,
respectively, and are finally received by their respective red,
green, and blue CCD arrays. The red and blue signals pass
through optional red and blue gains allowing complete control of
the relative magnitudes of red, green, and bluesi.e., allowing the
system to be white balancedd. Finally, all three signals pass
through an overall gain and the resulting signal is sent to the
frame capture card for digitization. Please note that this system is
similar to that for a single-chip CCD camera where the red, green,
and blue components are obtained from an array of pixels on a
single chip withR,G, andB filters on the individual pixels. In this
case, theR,G, and B components are not colocated, but if it is
assumed that the neighboringR,G, andB components can be used
for each pixelsthe normal assumption made in liquid-crystal ther-
mographyd, then this system will give similar results.

In the current treatment, angular effects are not considered. The
illumination source position and viewing angles remain constant.

Experimental Setup and Procedure
For these measurements, a 2 cm thick copper calibration block

was used to provide a uniform temperature during both heating
and cooling. It was airbrushed with a thin coat of Hallcrest BG-1
black paint and then with a microencapsulated R35C5W liquid
crystal from Hallcrest Inc. The copper block was placed on a coil
heater and the CCD camera was mounted directly above the
block. A black drape was placed over the system to minimize
room light and reflected light. The calibration block temperature
was measured using an embedded calibrated thermistor. A Sony
XC-003 three-chip RGB CCD camera and a Matrox Meteor RGB
image acquisition board were used to capture the RGB images,
which were saved in TIFF format as 8-bit integer datasscale
0-255dwith a resolution of 640348033. A rectangular piece of
gray cardboard was mounted next to the liquid-crystal strip to
provide reference during and between runs. Prior to each run,
three reference gray squares from a Macbeth color checker chart
were placed above the calibration block and an image was taken
of them to provide a standard reference for white balance. The
three Macbeth squares were neutral 3.5, 5, and 6.5.

Six runs were performed using the following five illumination
sources:

1. Tungsten filamentfs3200 Kd, GE 100 W soft whiteg,
2. SoLuxfs4700 Kd 38° beamspread, tungsten-halogen basedg,
3. Fluorescent with UV filterfGE 20 W T-12 cool white with

Spectrum 574 filterg,
4. Fluorescentfs4100 Kd, GE 20 W T-12 cool whiteg,
5. Vita-Light fs5500 Kd 20 W T-12 249 full spectrum

fluorescentg.

The sources are listed in the order in which they were tested.
This order was chosen such that testing would progress from
minimum UV output to a maximum UV output. The first source
was rechecked at the end of testing to determine the magnitude of
UV damage to the surface coating.

Each run was done in heating with the starting temperature
between 22 °C and 25 °C to avoid hysteresis effectsf14g. Data
was taken at approximately 0.15 °C increments between 36 °C
and 44 °C, which covers the useful range for this liquid crystal.
Images were acquired and temperatures were recorded simulta-
neously during a slow transient heating that was kept below
0.3 °C/min.This heating rate results in an approximate tempera-
ture variation throughout the plate on the order of 0.01 °C which
is satisfactory for these experiments.

The tests were performed one at a time over the course of a
week. Each light source was removed from the test rig and re-
placed by a subsequent light in the same location ensuring that the

Fig. 1 Diagram of liquid-crystal thermography system
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angle of incidence to the plate and the distance from the plate was
the same for each run. This angle was approximately 45 deg and
the light was,0.2 m from the plate. Because of the variation in
light intensity for the different illumination sources, the iris setting
on the camera was adjusted for each run to avoid signal saturation
sR,G, andB values are limited to the range 0–255d. Iris setting
variations result in the same percentage change in each of the
R,G, andB components and therefore do not affect huef27g. All
of the gain settings on the camera were set to 0 and the color
temperature was set to 5600 K.

Processing of the image data was performed inMATLAB . Hue,
saturation, and value data were calculated usingMATLAB ’s
RGB2HSV function with results in the range 0 to 1. This algorithm
used to calculate hue, is equivalent to Eq.s1d swhich was sug-
gested in Hay and Hollingsworthf11gd with a maximum differ-
ence in hue of 0.003, which is negligible compared to hue stan-
dard deviations in TLC images of,0.01–0.1.

Saturation is a measure of the spread between theR,G, andB
values and is calculated by

S=
maxsRGBd− minsRGBd

maxsRGBd
s2d

and value is a measure of the brightness and is equal to the maxi-
mum of R,G, andB.

For each image of each run, two regions were analyzed, one for
the reference gray and one for the TLC. The areas analyzed were
10 pixels3100 pixels representing approximately 2320 mm.
Each area was chosen parallel to the light source to minimize
illumination intensity variations and to minimize the TLC illumi-
nation angle effectf28g. HSV data was calculated from theRGB
data for each pixel in the two areas and then the statistical infor-
mationsmean, standard deviation, minimum, and maximumd was
determined for each of the six components.

Experimental Results
Experimental red, green, and blue data versus temperature re-

sults are shown in Fig. 2. This data consists of six curves for the
five different illumination sources. As noted earlier, the testing
was performed in order of increasing UV output. The tungsten
illumination source was re-tested at the end of the series to deter-
mine the magnitude of UV damage incurred, and both sets of
tungsten data are presented. There was obvious damage from the
Vita-Lite, resulting in curve shifts to lower temperature for both
the Vita-Lite and the repeated Tungsten sources. Andersonf27g
shows that the Vita-Lite source can cause measurable damage to
TLC’s in a matter of minutes, however, the cool white fluorescent
with protective UV shield led to no measurable damage over 20 hr
of exposure. The relative shapes of the curves are still reasonable
however and the data is still useful for this analysis. The original
Tungsten data did not incur UV damage and will be used in this
analysissthe repeated Tungsten data is not usedd.

It is evident from the red component data that color play begins
at approximately 37.5 °C. Data at temperatures below this value
represent the background component due to the reflection of inci-
dent light from the black paint, liquid crystal microcapsule mate-
rial, binder material, and the liquid crystalssoutside the range of
color playd. This background accounts for approximately 30% of
the peak signal for each of the three components. If a source has
a large spectral variation in emissive output, such as the tungsten
source which has a high red component and low blue component,
this background reflection can cause significant attenuation of the
hue curve. TheR,G, and B background values for the SoLux
source, which has a relatively flat spectrum, are comparable to one
another. However, theR,G, and B background values for the
tungsten source have a significant variation inR,G, andB values;
the maximum blue component is about 80% less than the maxi-
mum red component.

Experimental hue saturation and value curves are shown in Fig.
3. Hues below about 37 °C represent the background hues, since
the values are constant below this temperature. The useful hue-
temperature calibration range for this data depends on the illumi-
nation source but in general is about 38.5 °C to 43 °C. The tung-
sten and fluorescent sources have background hues near 0.0
swhich represent redd. However, the saturation curves show that
the tungsten bulb has a much higher saturation, which means that
there is a larger variation in magnitude between the largest and
smallest componentssee Eq.s2dd, whereas, for the cool white
fluorescent sources the three components are closer to one an-
other. The saturation curve also shows that the flatter spectrum
sourcessSoLux and the Vita-Lited have very low background satu-
ration. These relative magnitudes of saturation are a function not
only of the light source spectral characteristics but also of the
camera gainsswhich were zero for these testsd and camera color
temperature settingswhich was 5600 K for these testsd. A 3200 K
color temperature setting would lower the red component and in-
crease the blue component causing the tungsten source to have a
smaller saturation and the flatter sources to have a larger satura-
tion and a hue closer to pure blues0.67d. The strong saturation of
the tungsten bulb shows itself in the hue curve as the liquid crystal
proceeds to higher and higher temperatures. At temperatures
above about 40 °C the strong red background component over-
powers the other two components and attenuates the hue keeping
it within about 0.1 of its background value.

The flatter spectrum sources tend to have a higher and more
uniform saturation over a majority of the useful range. The value
curves relate to the intensity of the reflected light entering the
CCD. The magnitude is not of interest since it can be affected by
distance between the illumination source and TLC-coated surface
for example. The two full spectrum sources offer the highest av-
erage values over the useful range when normalized. As will be
discussed shortly, higher saturation and value lead to lower uncer-
tainty.

Fig. 2 Experimental RGB output versus temperature
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Effect of Illumination Source on Uncertainty. The choice of
illumination source can result in variations in hue-temperature
sensitivities as well as variations in saturation and value charac-
teristics over the useful range, which may lead to higher or lower
temperature uncertainties over various regions of the useful range.
Depending on the nature of the experiment and the specific data
reduction equation, the contribution of the surface temperature
uncertainty may be a major or minor contributor to the overall
uncertainty. The uncertainty in the temperature using a TLC hue
calibration can be determined by following the approach of Hay
and Hollingsworthf11g. They suggest determining the uncertainty
in temperature using a root-sum-square of the SEEsstandard error
of estimatedfor the calibration curve and the precision error asso-
ciated with the standard deviation of the hue from pixel to pixel.
Using a coverage factor of 2sto provide a standard 95% confi-
dence leveldthe uncertainty in temperature is given by

UT = 2 3 sSEE2 + ST
2d1/2 s3d

where the precision limit is determined by

ST = Sh 3
]T

]h
s4d

The SEE is a measure of how well the curve fit describes the
calibration data and can be determined by performing multiple
calibrations. It is assumed that the SEE is primarily a function of
reproducibility of a particular test condition and will be approxi-
mately the same for the five illumination sources tested. A com-
parison of the uncertainty in temperature associated with the five
illumination sources tested, therefore, will concentrate on the ef-
fect of illumination source on temperature precision limit.

The temperature precision limit is determined from the sensi-
tivity of temperature to hue,]T/]h, and the hue precision limitSh,
which is simply the standard deviation of hue. The hue standard
deviation can be described as decreasing with increasing satura-

tion or increasing value and can vary from one light source to
another. Except for the tungsten source, all of the sources produce
a hue that goes through about the same overall hue changes0.6d
over the same temperature changesabout 5 °Cd, resulting in an
average sensitivity of about 8 °C/unit hueshue is dimensionlessd.
If the hue-temperature curve were a straight line this would be the
sensitivity at every hue, however, the hue-temperature curves have
regions of higher and lower sensitivity. The nature of each curve
depends on, among other things, the light source. Not even the
theoretically flat spectrum source has a linear hue-temperature re-
lation due to the nature of the CCD filter transmissivities. So the
obvious questions are What is the dependence of overall experi-
mental uncertainty on illumination source? And, is there a light
source that will produce the lowest uncertainty in temperature
measurement?

There are many different experimental techniques that utilize
TLCs. Each technique may have a different ideal illumination
source in regards to lowering uncertainty. For example in a basic
resistive coating analysissignoring radiation and 2D effectsd the
heat transfer coefficient is determined from the ohmic heating of
the resistive coatingq9, the ambient temperature and the surface
temperaturesi.e., through TLCsd.

h =
q9

Ts − Tamb
s5d

As Ts approachesTambswhich is lowerdthe uncertainty inh would
increase if the hue-temperature calibration were linearsassuming
the uncertainty in heat flux were unchangedd. It might be advan-
tageous to sacrifice uncertainty at higher temperatures to have
lower temperature uncertainty at the lower temperatures and
therefore balance out the overall uncertainty.

Another common experimental technique is the step transient
technique which is performed either in heatingse.g., f25gd or in
cooling se.g., f29gd. In cooling, it can be shown that the uncer-
tainty in h increases with increased surface temperature and there-
fore it may be advantageous to have lower surface temperature
uncertainty at higher temperatures. When a heating transient is
performed, however, the opposite is true. In this case, an increased
uncertainty inh is associated with the decrease in surface tem-
perature and it may be advantageous to have lower temperature
uncertainties at lower temperature, as was the case for the resis-
tive coating method.

Figure 4 shows the standard deviation in hue, the sensitivity of
temperature to hue and the resulting temperature precision limit
for each of the five light sources tested experimentally. This data
covers a temperature range of 38 to 44 °C, which spans the useful
calibration range for this liquid crystal. As discussed previously,
the temperature precision limit is the product of the standard de-
viation in hue and the sensitivity of temperature to hue and it is
directly related to the uncertainty in temperature. The useful range
depends on the light source and on some personal criteria for what
is useful and what is not. The Tungsten source has a useful range
of about 1 °C due to the discontinuity in the temperature/hue sen-
sitivity which is a direct consequence of the large attenuation of
the hue-temperature curvessee Fig. 3d. The two flatter spectrum
sourcessthe Vita-Lite and SoLux sourcesd, exhibit the lowest un-
certainties and the broadest useful ranges. The two fluorescent
sources, filtered and unfiltered, exhibit comparable uncertainties
but a narrower useful range. The calibration sensitivities of the
two cool white fluorescent and the two full spectrum sources are
comparable. The lower uncertainties of the two flatter spectrum
sources relative to the cool white fluorescent sources are largely
because of their higher saturation’s, especially at higher tempera-
tures, which are due to their larger percentage of illumination at
lower wavelengthsssee part 2f26gd. The various sources do not
offer much of a trade-off in temperature uncertainty between the
higher and lower temperatures. In general the better illumination
sources for any TLC technique, based on temperature uncertainty,
are the flatter spectrum sources.

Fig. 3 Experimental HSV output versus temperature
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Background Subtraction. Red, green, and blue background
values for each source were determined by averaging the five
lowest temperature data points for each set of data. These back-
ground values were then subtracted from their respective set of
data. There is no change in the shape of the red, green, and blue
curves; the only difference is that each of the curves is shifted
down such that the value of each of the components is zero below
the start of color play. There are, however, significant changes in
the hue and saturation curves as shown in Fig. 5. In the case of the

tungsten source this change is quite significant. The hue curve for
the tungsten source yields a usable, monotonically increasing hue-
temperature calibration after background subtraction. In addition,
for each source, there is an increase in saturation over much of the
useful range. Value is not shown here because it is no longer
meaningful after background subtraction is performed.

As mentioned previously, background reflection tends to attenu-
ate the liquid crystal reflection. For example, compare the original
experimental hue datasFig. 3d to the experimental hue data after
background subtractionsFig. 5d. The original background hue for
both of the cool white fluorescent sources is about 0.05. Recall
that our hue definition is a periodic function. When the hue for the
cool white fluorescent sources is below 0.55, the hue is attenuated
toward lower hues and when the hue is above 0.55, the hue is
attenuated toward higher hues. This results in a flattening of the
hue-temperature curve near a hue of 0.55 and an increased slope
on each side of this. This behavior is reduced when background
subtraction is applied. The effect that the background has on the
hue curve is directly related to the saturation; the greater the satu-
ration, the greater the hue attenuation. The Tungsten source, with-
out background subtraction, has the largest background saturation
of about 0.8, and this background results in such a large attenua-
tion that the hue never exceeds 0.2.

Hues greater than 0.67spure bluedand less than 0.0spure redd
are sometimes encountered in hue-temperature calibrations. These
hues arise from the background reflection overpowering the liquid
crystal reflection and would not be possible during color play if
the background reflection were zero. Similarly, the upturns in hue
below 30 °C are due to the background overpowering the liquid
crystal reflection. Rather than the liquid-crystal reflection being
measured at these hues, it is better described as the lack of liquid-
crystal reflection that is being measured.

Background subtraction can lead to a reduction in temperature
uncertainty as illustrated in Fig. 6. The tungsten source, which

Fig. 4 Experimental hue-temperature sensitivity and uncer-
tainty for various illumination sources

Fig. 5 Experimental hue and saturation data after background
subtraction

Fig. 6 Experimental hue-temperature sensitivity and uncer-
tainty for various illumination sources after background
subtraction
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previously had a nonmonotonic behavior in the hue data, now has
uncertainties and a useful range on the order of the other sources.
There is not much change in the uncertainties for the flat spectrum
sVita-Lite or Soluxd sources. The increased saturation in the two
cool white sources results in a lower standard deviation in hue and
as a result a lower temperature uncertainty and broader useful
range.

White Balancing. White balancing is another way of normal-
izing the relative magnitude ofR,G, and B background values.
This can be done in the camera by focusing on the background
and then adjusting the red and blue gains such that the red and
blue output is equal to the green output. This differs from the
background subtraction method in that it involves multiplication
rather than subtraction and it is not based on the physical founda-
tion that the background subtraction method is. White balancing
would produce a different hue-temperature calibration curve than
either the original calibration or the background subtracted cali-
bration. In addition, the uncertainty in temperature over the useful
range would be different. Behle et al.f18g, in search of an opti-
mum white balance, obtained hue-temperature relations with vari-
ous levels of hue attenuation including severe attenuation, similar
to that obtained previously for the tungsten source, due to one of
the RGB components being significantly mismatched from the
others.

White balancing of the experimental data was performed post
processing, as opposed to changes in the camera settings which
are sometimes used. The experimentalR,G, andB data was white
balanced independently for each light source by multiplying both
the R and B data sets by constants so that the resulting average
background values were equal to the average Green background
value for the respective light source.

The resultingRGBdata is similar to the originalRGBdata. The
white balanced hue and saturation data, which was calculated
from the white balancedRGB data, is shown in Fig. 7. The hue
data for the white balancing case indicates a greater collapse be-
tween illumination sources than resulted from background sub-
traction. It is not known if there is a physical reason why this
should be the case, but if independence of light source was a goal,
then perhaps white balancing would produce the most universal
curve. The most notable difference between the hue curves after
white balancing compared to the hue curves after background sub-
traction is the effect on the curve resulting from the tungsten
source, which are pulled more closely inline with the other

sources. White balancing had a very similar effect on the hue-
temperature sensitivity to that of background subtraction.

Summary and Conclusions
Five illumination sources were compared experimentally to ex-

amine their effects on the hue-temperature calibration and to de-
termine if one source was significantly better. The sources con-
sisted of a tungsten light source, two cool white fluorescent light
sourcessone with a UV filter and one withoutd, and two “full”
spectrum sourcessa Vita-Lite fluorescent source and a Solux tung-
sten based sourced. It was found that the two full spectrum sources
generally had the best calibration attributesslowest uncertainties
and broadest useful rangesd. The Vita-Lite, however, was shown
to cause significant UV damageshue-temperature curve shiftd to
the liquid crystal, even within a matter of minutes. The Solux light
is specially designed to minimize UV outputsergo its use in mu-
seumsd. The calibration attributes of the two cool white fluores-
cent bulbs were close to those of the full spectrum but with about
a 20% reduction in useful temperature rangeseven after back-
ground subtractiond. The fluorescent sources have a lower thermal
emission than the Tungsten or Solux and caused no measurable
UV damage to the TLC, even after subjecting the surface to 20 hr
of exposure for the case of the cool white fluorescent with the UV
shield. For the system configuration used, the tungsten source led
to severe attenuation of the hue-temperature calibration, which
resulted in a significant decrease in the useful temperature range.
For these experiments, the CCD camera color temperature was set
on 5600 K. If the 3200 K setting had been used, the tungsten
source would have been better behaved which was demonstrated
by both background subtraction and by white balancing. The Vita-
Lite with a protective UV filter may offer the ideal combination of
low-temperature uncertainty, broad bandwidth, minimal radiant
heating and negligible UV damage and may be a good choice for
future work.

The importance of background reflection was examined and it
was found that background reflection tends to attenuate the hue-
temperature calibration curve toward the background hue value. If
the backgroundR,G, andB values are highly mismatchedshigh
background saturationd, this attenuation can make the hue-
temperature curves unusable.

It is common for a calibration to be performed on one surface
and testing to be performed on another surface. In many instances
an isothermal calibration block is used to provide a well-defined
temperature for calibration, which the experimental apparatus can
not easily provide. Even though the same illumination and imag-
ing configuration is used, the variation in black paint and TLC
coverage may lead to biases in hue-temperature calibrations be-
tween the two surfaces. In situ calibration has been professed by
many researchersse.g.,f12gd and the effect of background reflec-
tion discussed here strongly supports this practice. Background
subtraction was shown as a possible method of overcoming cali-
bration variations due to variations in the background and TLC
coating characteristics, both from one surface to another or within
different areas of the same surface. Background subtraction was
also found to result in a lower temperature uncertainty and a
broader calibration range. White balancing was also investigated
and was found to have an effect on the calibration data similar to
that of the background subtraction method but was not based on
sound physical reasoning as was the background subtraction
method.

Nomenclature
H, hue 5 hue scolord level in HSV color space

sEq. s1dd
R or red 5 red component from RGB color space

B or blue 5 blue component from RGB color space
G or green5 green component from RGB color-space

S or saturation5 saturationsredness/pinknessd level in HSV
color spacesEq. s2dd

Fig. 7 Experimental HSV output versus temperature after
white balancing
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V or value 5 brightness level in HSV color space
Sh 5 precision limit in hue
ST 5 precision limit in temperature
UT 5 uncertainty in temperature
q9 5 heat flux

Subscripts
amb 5 ambient condition

T 5 temperature
s 5 surface

Acronyms
TLC 5 thermochromic liquid crystal
CCD 5 charge-coupled device

UV 5 ultraviolet
IR 5 infrared

SEE 5 standard error of estimate
CNLC 5 chiral nematic liquid crystal

CIE 5 International Commission on Illumination
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Thermochromic Liquid Crystal
Thermography: Illumination
Spectral Effects. Part 2—Theory
A theoretical model of a Thermochromic Liquid Crystal (TLC) imaging system was de-
veloped to aid in understanding the results of experiments on spectral effects and to
investigate the various factors affecting the hue-temperature calibration of TLC’s. The
factors in the model include the spectral distribution of the illumination source and UV
filter, surface reflection of both the TLC and background, and the sensing device (camera)
spectral characteristics and gain settings. It was found that typical hue-temperature
calibration curves could not be entirely explained by a TLC reflectivity model with either
a monochromatic spike or a narrow bandwidth reflectivity, which is often assumed. Ex-
perimental results could be explained, however, by a model that reflects over a relatively
large band of wavelengths. The spectral characteristics of the five illumination sources
(those for which experiments were performed) were considered. Background reflection,
which commonly accounts for 30%–50% of the reflected light, was found to significantly
attenuate the hue-temperature calibration curves toward the background hue value. The
effect of the illumination source on the hue-temperature calibration curves is demon-
strated and several experimentally observed phenomena are explained by the results of
the theoretical calculations, specifically the spectral reflective properties of the liquid
crystals and the transmissivity of the R, G, and B filters in the image capture
camera.fDOI: 10.1115/1.1915388g

Background
A background of the use of Thermochromic Liquid Crystals

sTLC’sd in liquid crystal thermography is given in Part 1: Experi-
ments. In the present paper, Part 2: Theory, the objective is to
increase the understanding of the spectral characteristics of TLC’s
and the effect of the spectral characteristics of the illumination
source on the hue-temperature calibration of TLC’s. This is ac-
complished by preparing a theoretical model of a liquid crystal
thermography system and comparing the theoretical results to ex-
perimental results.

As noted in Part 1, several different representations for hue
have been proposedf1g. Hay and Hollingsworthf2g suggested the
following representation, which is used throughout the present
work.

Hue = arctanF Î3sG − Bd
2R− G − B

G s1d

It is generally understood that the perceived colorsor huedfrom a
liquid crystal coated surface is a function of the spectral charac-
teristics of the illumination source, the reflecting surface and the
sensing devicef1,3–5g. Wang et al.f4g state that knowledge of
these spectral characteristics could be used to predict the
intensity-temperature relation. This is also true for the hue-
temperature calibration of a TLC. Predicting this relation with
accuracy comparable to an actual calibration is unlikely due to the
need for precise knowledge of the characteristics of each imaging
component including the TLCse.g., each new TLC coating may
yield different reflectivity characteristicsd and an accurate theoret-
ical model of the various processes in the system. Nevertheless, a
greater understanding of the effect each component has on the
resulting calibration would be useful and can be obtained from the
theoretical model described here.

Hay and Hollingsworthf2g provided extensive hue-temperature
calibration data for three polymer-dispersedsnonencapsulatedd
CNLCs sChiral Nematic Liquid Crystalsd. They found a similarity
between the shape of the three calibration curves. They also state
that several other researchers found similar shaped hue-
temperature relations for other TLC mixtures when using the same
definition of hue. They developed a general polynomial equation
to collapse three different calibration curves to a single universal
equation. With this general calibration equation they suggest that
only 6 imagesshue-temperature pairsd are necessary to apply the
general equation to any CNLC, although they do say that other
CNLCs should be tested to confirm this.

The theoretical model of a liquid crystal thermography system
provided here is intended to provide a better understanding of the
effect that each component in the system has on the hue-
temperature calibration. Several factors including the choice of
illumination source were found to have a significant effect on the
shape of the hue-temperature calibration curve. As a rule, there-
fore, a general calibration equation, as suggested by Hay and
Hollingsworthf2g, should not be transported from one experimen-
tal configuration to another.

The assumed spectral distributions for the illumination sources
used in this study include a theoretically flat spectrum and those
five sources used in the experiments of Part 1f1g. The five are a
tungsten source, a modified Halogen source, and three different
fluorescent sources.

Theory
Three components are required for the perception of color from

a surface, an illumination source, an object to reflect the illumi-
nation, and a sensor to perceive the imagef6g. Here, the sensor is
a 3-chip RGB CCD camera connected to a PC computer. The
object reflecting the illumination consists of a surface painted first
with black paint and then with microencapsulated thermochromic
liquid crystal coating. The choice of illumination source can
greatly influence the characteristics of the liquid crystal calibra-
tion. In general, the flatter the spectral distribution of the light
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source used, the better the sensitivity of the liquid crystal over the
visible range, as shown in the experiments and explained by this
model. However, a flatter spectrum is sometimes accompanied by
a higher than usual UV component which can lead to degradation
of the liquid crystal and therefore a reduction in repeatability.

A theoretical model of the TLC thermography system used in
the experimental study has been developedsFig. 1d. The system
consists of a diffuse illumination source with its own spectral
distribution that depends on the source of the illumination. The
illumination source is surrounded by an optional UV shield. The
incident light is reflected from a surface coated with black paint
and microencapsulated thermochromic liquid crystals. The surface
reflectivity can be a function of both wavelength and surface tem-
perature. The reflected light enters a 3-chip CCD camera and is
split into three beams. These beams pass through red, green, and
blue filters, respectively, and are finally received by accompany-
ing red, green, and blue CCD arrays. The red and blue signals pass
through optional red and blue gains allowing complete control of
the relative magnitudes of red, green, and bluesi.e., allowing the
system to be white balancedd. Finally all three signals pass
through an overall gain and the resulting signal is sent to the
frame capture card for digitization. Please note that this model
also works for a single chip CCD camera where the red, green,
and blue components are obtained from an array of R, G, and B
filters on the single chip. In this case, the R, G, and B components

Fig. 1 Diagram of liquid crystal thermography system with illumination model

Fig. 2 Normalized spectral distribution of several light
sources
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are not co-located but if it is assumed that the neighboring R, G,
and B components can be used for each pixelsthe normal assump-
tion made in liquid crystal thermographyd, then this system will
give the same results.

In the current treatment, angular effects are not considered. It is
assumed that the illumination and viewing angles remain constant.

The theoretical model starts with an assumed illumination
source with a prescribed spectral distribution whose radiant inten-
sity is given byil,source8 . After passing through a filter with a pre-
scribed transmittance the radiant intensity incident upon the re-
flecting surface with thermochromic liquid crystals is given by

il,i8 sld = tl,shield9 sld* il,source8 sld s2d
We are following the nomenclature of Siegel and Howellf7g. The
subscript lambda denotes a specular quantity, the single prime
denotes a unidirectional quantity and the double prime denotes a
bidirectional quantity. The radiant intensity of the reflected energy
is given by

il,ref9 sl,lLQd = rl9sl,lLQd* il,i8 sld s3d
where the reflectivity is a function of both the background and the
liquid crystal temperature. After passing through the red filter in
the CCD camera, the radiant intensity incident on the red CCD
chip is given by

il,R9 sl,lLQd = tl,R9 sld* il,ref9 sl,lLQd s4d
The CCD chip itself cannot distinguish between wavelengths and
instead each pixel integrates all energy hitting it, of which only
the filtered red wavelengths have been permitted to pass. The
signal output by one pixel in the red array is given by

R1slLQd =E
vis

il,R9 sl,lLQddl s5d

A gain can be used to increase or decrease the red signal:

R2slLQd = RGain*R1slLQd s6d
and an overall gain can be used to increase the R, G, and B
components proportionally:

RslLQd = Gain*R2slLQd s7d
Combining Eqs.s2d–s7d yields:

RslLQd

= Gain*RGain*E
vis

tl,R9 sldrl9sl,lLQdtl,shield9 sldil,source8 slddl

s8d
The reflectivity of the surface can be broken into two contribu-
tions, one from the background, which is assumed to be indepen-
dent of temperature, and the other from the microencapsulated
liquid crystals, which is a function of temperature.

rl9sl,lLQd = rl,BP9 sld + rl,LQ9 sl,lLQd s9d
This assumes that the total background reflection is the same re-
gardless of reflection by the liquid crystals. As discussed later in
the section on background radiation, this may not be the case.
Using Eq.s9d, Eq. s8d can be broken into contributions from the
background and from the liquid crystals.

RslLQd

= Gain*RGain*FE
vis

tl,R9 sldrl,BP9 sldtl,shield9 sldil,source8 slddl

+E
vis

tl,R9 sldrl,LQ9 sl,lLQdtl,shield9 sldil,source8 slddlG s10d

The green and blue output can be formulated similarly, although
the green signal does not have an independent gain setting of its
own sonly two independent gains are necessary to adjust the rela-
tive magnitudes of the three componentsd.

GslLQd = Gain*FE
vis

tl,G9 sldrl,BP9 sldtl,shield9 sldil,source8 slddl

+E
vis

tl,G9 sldrl,LQ9 sl,lLQdtl,shield9 sldil,source8 slddlG
s11d

Fig. 3 Spectral reflection coefficient for light normally incident
on a chiral nematic planar film „a… semi-infinite slab and „b…
finite slab „from Coles †17‡…

Fig. 4 Intensity of selectively reflected light as a function of
wavelength. Material Cholesteryl oleyl carbonate „from Ennulat
†18‡….
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BslLQd

= Gain*BGain*FE
vis

tl,B9 sldrl,BP9 sldtl,shield9 sldil,source8 slddl

+E
vis

tl,B9 sldrl,LQ9 sl,lLQdtl,shield9 sldil,source8 slddlG s12d

The red, green, and blue components can be combined to calculate
hue ffrom Eq. s1dg as follows:

HueslLQd = arctanF Î3sGslLQd − BslLQdd
2RslLQd − GslLQd − BslLQd

G s13d

Therefore the hue-temperature calibration is a function of the:

s1d Spectral characteristics of the light source
s2d Transmissivity of the UV filtersif usedd
s3d Reflectivity of both the background and the liquid crystals
s4d Transmissivity of the R, G, and B filters
s5d Gain settings
s6d Relationship between temperature and wavelength.

Theoretical Model
Physical models for each of these six components will be de-

scribed and then combined into the overall theoretical model.

Spectral Characteristics of the Light Source. Six light
sources are considered, representing those commonly used in TLC
work and those with the flattest possible spectrum. The light
sources include a theoretically flat spectrum, a tungsten filament
bulb s3200 Kd, a SoLux tungsten–halogen based bulbs4700 Kd, a
cool white fluorescent bulbs4100 Kd, a cool white fluorescent
bulb with a UV filter, and a Vita-Lite full spectrum fluorescent

bulb s5500 Kd. The color temperaturesor correlated color tem-
peraturedlisted for each of these sources refers to the temperature
of a black body whoseX andY coordinates on the CIEsInterna-
tional Commission on Illuminationd chromaticity diagram most
nearly match those of the light source. The normalized spectral
distributions of these lights are shown in Fig. 2.

The tungsten source represents the standard illuminant A, de-
fined by the CIE and has an emissive power distribution very
close to that of a blackbody radiating at 2930 K with a relatively
high red output and a relatively low blue output. The SoLux lamp
is a tungsten–halogen based lamp which uses a unique filament/
surface reflectivity arrangement to reduce the red output from that
of a tungsten bulb and produce a flatter spectral distribution over
the visible region. The SoLux is specially designed to have mini-
mal UV output and is quoted as having 58% lower thermal emis-
sion than a standard tungsten–halogen light sourcesergo its use in
museumsd. The cool white fluorescent bulb has a high yellow/
green output and, as with all the fluorescent bulbs, exhibits spikes
associated with the spectral lines of the mercury vapor used to
cause the phosphors to fluoresce. The UV filter surrounding the
cool white fluorescent bulb basically eliminates all radiation be-
low 380 nm and also reduces the yellow/green output resulting in
a flatter spectrum from that of the original cool white bulb. The
Vita-Lite bulb uses additional rare earth phosphors resulting in a
flatter spectral distribution from that of the other fluorescent bulbs.
Unfortunately, this flatter spectrum leads to an increased UV out-
put over standard fluorescent bulbs and it has been suggested that
the rare earth red phosphors may degrade faster than the other
phosphors causing the spectral output to change over time.

Transmissivity of UV Filter. One of the disadvantages of fluo-
rescent bulbs is the high UV output. UV radiation is known to
cause damage to liquid crystalsf8g. A Spectrum 574 filter, from
Spectracom Technologies Corporation, was used in both the ex-
perimental and theoretical work presented here. This filter elimi-
nates UV and slightly reduces the amount of radiation in the
green/yellow region. When used with a cool white fluorescent

Fig. 5 Spectral characteristics of a „27–35°C… microencapsulated liquid crystal „from Akino et al. †11‡…
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bulb, which characteristically has a higher output in the green/
yellow region than other regions of the visible spectrum, a flatter
spectrum results.

Reflectivity of the Object Surface. There are two separate
sources of reflection from the object surface: the background re-
flection and the liquid crystal reflection. If it were possible to
isolate the liquid crystal, such that the only light reflected came
from it, then this illumination study would be greatly simplified
and much less informative. Unfortunately it is not possible to
isolate the liquid crystal in this way. Reflections from the back-
ground paint, liquid crystal binder material, and microencapsula-
tion material will also reflect a portion of the incident light caus-
ing a shift in the hue calibrationsor attenuationdtowards this
background hue.

Cooper et al.f9g states, “The black substrate insures that all
light transmitted through the liquid crystal film is absorbed and,
therefore, is not reflected to compete with the desired signal.” This
is an oversimplification, and a common misconception is that the
background reflection has little effect on the color-temperature
relation. Zhu and Hieftjef10g achieved a peak reflected intensity
40 times larger than the background value, however the liquid
crystal used in their work was nonencapsulated and was illumi-
nated by a He–Ne laser which limited the background reflection to
a narrow band of wavelengths. With microencapsulated TLC’s
illuminated by broad spectrum sources it is more common to ob-
tain a peak intensity to background intensity ratio of 2 or 3 to 1
se.g., Wang et al.f4g, Akino et al. f11g Fig 5, Camci et al.f3gd,
although, Farina et al.f1g, using an arrangement of polarizing
filters, obtained ratios on the order of 15 to 1. Syson et al.f12g,
acknowledge that the reflection from a TLC coated surface in-
cludes contributions from the black paint undercoat and from the
nonliquid-crystal constituents of the coating; however, they state
that the reflection can be approximated by a monochromatic spike
plus a background component.

There is a wide variation in reflectivities listed for various black
paints in the literature. Siegel and Howellf13g, Holmanf14g, and
Incropera and DeWittf15g list normal total solar absorptivities for
black coatings ranging from 0.88 to 0.97. Sincer=1−a for
opaque diffuse surfaces, solar reflectivities, and therefore reflec-
tivities in the visible region, for black paints should fall in the
range 0.03–0.12. It is not known what the reflectivities of the
binder or vinyl encapsulating materials are and the effect of these,
along with the black paint are combined into the termrl,BP9 sld.

Thermochromic liquid crystals reflect a band of wavelengths
due to a complex interaction of several individual effects includ-

ing birefringence, optical activity, circular dichroism and Bragg
scatteringf16g. Hallcrestf16g describes the spectral reflectivity for
a hypothetical TLC as a square function over a finite band of
wavelengths. Syson et al.f12g provide a depiction of the reflected
spectrum and suggest that it is well described by a monochromatic
spike. The spectral reflectivity can actually be significantly more
complicated than this. When the liquid crystal material is near a
surface, the orientation of the molecules can be affected. Figure
3sad shows the spectral reflection coefficient for a chiral nematic
liquid crystal for a semi-infinite slab and for a finite slabf17g. The
side undulations shown in Fig. 3sbd are rarely observed in practice
due to inhomogeneities and the spectral reflection usually takes on
more of a bell shaped curvessee Fig. 4 taken fromf18gd. This
figure also shows that in general, the shape of the spectral reflec-
tivity curve is not constant, and in fact it varies as a function of
temperature for a particular liquid.

This behavior applies to a liquid crystal made up of a single
compound. To obtain a liquid crystal substance with a particular
color play start temperature and bandwidth it is usually necessary
to mix compounds. For example the Hallcrest microencapsulated
R24C5W/C-17 liquid crystal used in much of the work presented
here is made up of five different compoundsf19g. These mixtures
can result in significantly more complicated spectral reflectivities
as shown by Akino et al.f11g. They evaluated the spectral char-
acteristics of a broad-band microencapsulated liquid crystalstem-
perature range 27–35°Cd at 8 different temperatures by measur-
ing the intensity of reflected light passing through 18 different
narrow bandpass filters spanning the visible spectrum. Their re-
sults, in Fig. 5 show the highly nonuniform nature of the TLC
reflectivity in peak intensity, in reflectivity bandwidth and in
symmetry.

Two different reflectivity models have been considered in the
current study. In each model the background reflectivity is as-
sumed to be constant over wavelength with a valuerBP9 . The dif-
ference between the two models lies in how the liquid crystal
reflectivity is modeledsFig. 6d.

The first TLC reflectivity model consists of a square function
model in which the liquid crystal reflectivity is represented by a
square function with a constant reflectivity ofrLQ,max9 over the
reflected bandwidthsBWd and a reflectivity of 0 otherwise.

rl,LQ9 sl,lLQd = 5rLQ,max9 lLQ −
BW

2
, l , lLQ +

BW

2

0 otherwise
6

s14d
The second model, includes tapered edges which follow a loga-
rithmic decay fromrLQ,max9 to 0 over a distance of BW/2. For a
prescribed bandwidth the liquid crystal reflectivity is given by

Fig. 6 Square function and tapered edge surface reflectivity
models

Fig. 7 Estimates of the R, G, and B filter spectral transmissivi-
ties for the camera used in the present work
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rl,LQ9 sl,lLQd = rLQ,max9 * 1

95
102*fl−slLQ−BWdg/BW − 1 lLQ − BW , l , lLQ −

BW

2

9 lLQ −
BW

2
, l , lLQ +

BW

2

102*fslLQ+BWd−lg/BW − 1 lLQ +
BW

2
, l , lLQ + BW

0 otherwise

6 s15d

In each of these models, the bandwidth is held constant over the
active range of wavelengthssor temperaturesd.

Telephone conversations with Hallcrest representatives have
suggested that 20% of the incident light with a wavelength within
the bandwidth is reflected. This is not useful here, however, be-
cause the amount of radiation reflected by the TLC to a particular
pixel will depend not only on the reflectivity of the TLC but also
the amount of TLC present in the area sensed by the pixel, which
can vary significantly between surfacesf8g. Referring back to Eq.
s3d, the reflected radiant intensity was given by the product of the
incident radiant intensity and the reflectivity of the surface. Since
we are interested in the relative amounts of R, G, and B that a
pixel in the CCD will sense, not only is the reflectivity of the TLC
of concern, but so is the ratio of area covered by TLC material to
the total area. The black paint, or background, is assumed to cover
the remaining area. Microscopic examination of a typical TLC
coated surface indicated that TLC coverage on the order of 50%
of the surface area, or less, is not uncommon. The radiant intensity
of the reflected energy from the TLC is therefore modified to
include a coverage factorsCFd that may be on the order of 50%.
Accounting for these approximations, Eq.s10d takes the form

RslLQd = Gain*RGain*FE
vis

tl,R9 sldrl,BP9 tl,shield9 sldil,source8 slddl

+E
vis

tl,R9 sldCFrl,LQ9 sl,lLQdtl,shield9 sldil,source8 slddlG
s16d

where the reflectivities of the background and liquid crystal can be
combined into the ratio

rratio9 =
rBP9

CFrLQ,max9
s17d

resulting in

RslLQd = Gain*RGain*CF*rLQ,max9 *

3FE
vis

tl,R9 sldrratio9 tl,shield9 sldil,source8 slddl

+E
vis

tl,R9 sld
rl,LQ9 sl,lLQd

rLQ,max9
tl,shield9 sldil,source8 slddlG

s18d

The green and blue components are modified similarly. The term
rl,LQ9 sl ,lLQd /rLQ,max9 takes on a value of 0 or 1 for the square
function and can take on values within this range for the tapered
edge model.

Transmissivity of R, G, and B Filters. The spectral transmis-
sivity curves for the R, G, and B filters used in common CCD
cameras are shown in Fig. 7. It is notable that the red and blue
transmissivities are both zero from about 500 nm to 560 nm. This
means that for an “ideal” TLC reflectionsi.e., an infinitesimal

bandwidthdthere should be no change in hue within this range;
the hue should be that of pure green or 0.33 if the background is
white sor grayd. The fact that this behavior does not occur in
practice will be a subject of discussion in the Results.

Gain Settings.R & B gain settings can each be adjusted from
−128 to 127 independently. The gain value applies an equivalent
percentage increase/decrease to the nominal, R and B gain setting
of zero. This can be used, for example, to white balance the cam-
era. By adjusting only the R & B, the relative magnitude of all
three outputs R, G, and B can be controlled.

The overall gain setting increases all three components propor-
tionally and was included for completeness. It has no effect on
hue since either addition of a constant to or multiplication of a
constant by each of the R, G, and B components has no net effect
on huefsee Eq.s1dg.

Wavelength-Temperature Relation.Experimental calibrations
are specified in terms of temperature, requiring the model to be in
terms of temperature for direct comparison. Hallcrestf16g sug-
gests that for a typical TLC, the peak reflected wavelength and the
temperature are inversely related. The relation

T =
a

l + b
+ c s19d

has been used, whereb is found iteratively by solving the expres-
sion

0 = T3 − T2 +
T1 − T2

1

l1 + b
−

1

l2 + b

S 1

l2 + b
−

1

l3 + b
D s20d

and a and c are calculated in turn

a =
T1 − T2

1

l1 + b
−

1

l2 + b

c = T1 −
a

l1 − b
s21d

in which sT1,l1d, sT2,l2d, and sT3,l3d represent three ordered
pairs associated with the R, G, and B peaks.

Numerical Method. Calculations were performed in MAT-
LAB. Spectral data for each of the light sources and filters were
specified at 5 nm increments from 300 nm to 800 nm. This pro-
vides 100 nm on each side of the CCD filter limits to accommo-
date bandwidths of up to 200 nm for the square function reflec-
tivity model and 100 nm for the tapered edge model. Each of the
sources, including the cool white fluorescent/filter combination,
was normalized to a maximum value of 1.0. For each source, the
trapezoid method was used to integrate the background contribu-
tion for each of the R, G, and B components resulting in a single
value for each,

Journal of Heat Transfer JUNE 2005, Vol. 127 / 593

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Rbackground= rratio9 E
300

800

tl,R9 sld* il,i8 slddl. s22d

For each source, an array of liquid crystal contributions was cal-
culated, also using the trapezoid rule, for each of the R, G, and B
components as a function of wavelength

RLQslLQd =E
300+BW

800−BW

tl,R9 sld* rl,LQ9 sl,lLQd
rLQ,max9

* il,i8 slddl s23d

The respective background value, which is a constant for each
light source, was added to each of these arrays producing R, G,
and B components.

RslLQd = RLQslLQd + Rbackground s24d

Correction factors were applied to the red and blue components to
more closely relate theoretical background values to the experi-
mental values. It is believed that the majority of this is due to
camera electronics, although some of this offset may also be due
to factors including nonconstant background reflectivity over
wavelengths, coarseness of the illumination source data or other
model approximations. The CCD camera used in the experimental
portion of this study has color temperature settings of 3200 K and
5600 K. These two settings simply apply two different sets of red
and blue gains to the signal. The 3200 K setting assumes that a
tungsten bulb is being used, which is high in red, and therefore
reduces the red component and increases the blue component to
produce more uniform R, G, and B values when viewing a white
or gray surface. The 5600 K setting assumes that sunlight is being
used and adjusts the red and blue signals to obtain more uniform
R, G, and B values when a white or gray surface is illuminated
with sunlight. The 5600 K setting was used in these experiments,
however, it is unknown what other modifications are made on the
R, G, and B signals within the camera after leaving the CCD
array. To account for the variation between the model and the
experimental data the multipliersRmult andBmult are used on the
red and blue components, respectively.

Rmult = meanS R̄BP,experimental

ḠBP,experimental

GBP,model

RBP,model
D

source

Bmult = meanS B̄BP,experimental

ḠBP,experimental

GBP,model

BBP,model
D

source

s25d

The termR̄BP,experimentalis an average of the 5 lowest-temperature
red component data points for each source, all of which are well
below the onset of color play. The experimental green and blue
background components are determined similarly. Since each of
the experimental tests were performed without changing any of
the camera settings, there is assumed to be a single pair of red and
blue multipliers that are applied to every light source configura-
tion. These two multipliers are averages of the multipliers deter-
mined from each of the 5 light sources for red and blue, respec-
tively. These multipliers are then applied to the red and blue
arrays.

RslLQd = Rmult
* RslLQd

BslLQd = Bmult
* BslLQd s26d

A Macbeth color checker was considered as a means of perform-
ing this correction. The corrections determined from the Macbeth
color checkers2.36 and 1.17 for red and blue, respectivelyd were
very close to those from the experimental backgrounds2.45 and
1.30 for red and blue, respectivelyd. The slight variation was most
likely due to differences in the spectral reflectivity between the
background and the Macbeth color checker. Use of the experimen-
tal background was chosen over the Macbeth to incorporate the
nongray background into the correction, resulting in better agree-

ment between experimental data and the model.
An overall multiplier RGBmult was then determined for each

source to normalize the background green for each model to its
respective experimental background green. This simply represents
using a source with the same average radiant intensity in the
model as in the experiment, allowing for a more meaningful com-
parison. Since the radiant intensity of each light source is differ-
ent, it is reasonable to use a different multiplier for each of the
sources. This multiplier was applied to each of the R, G, and B
components for a particular source and does not effect the hue
distribution.

RGBmult =
ḠBP,experimental

GBP,model
s27d

Once again, the experimental value is an average of the 5 lowest-
temperature green component data points for each source, all of
which are well below the onset of color play. These overall mul-
tipliers were then applied to each of the red green and blue arrays
for each source.

RslLQd = RGBmult
* RslLQd

GslLQd = RGBmult
* GslLQd

BslLQd = RGBmult
* BslLQd s28d

Hue was then calculated by using MATLAB’s RGB2HSV func-
tion fwhich gives results nearly identical to those of Eq.s1dg.

Untapered TLC Reflectivity Model Results
Theoretical red, green, and blue data vs temperature results for

the untaperedssee square edged in Fig. 6d TLC reflectivity model
are shown in Fig. 8. The hue is shown in Fig. 9. These theoretical

Fig. 8 Theoretical RGB output vs temperature „untapered
model…
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results show remarkably similar behavior to the experimental data
in Part 1. The five separate items in the model discussed earlier
were varied to achieve these results. To correct for camera elec-
tronics, multipliers of 2.45 and 1.30 were applied to the red and
blue components respectively so that the relative magnitude of the
red, green and blue background components would more closely
match the experimental data. Overall multipliers of 1.4901,
1.2124, 2.6662, 2.6018, 2.4422, and 1.2124 were applied to the
RGB data for the six light sources, respectively, to approximate
illumination intensity levels comparable to the experimental
sources. The overall multiplier for the theoretically flat spectrum,
for which there is no experimental data, was set equal to the
smallest of the other five to achieve a comparable magnitude. The
temperature-wavelength relation was adjusted so that the peaks in
the model R, G, and B components lined up with those from the
experimental resultsfEqs. s19d–s21dg. The wavelengths at which
the peaks occur in the model depend slightly on the bandwidth
and those associated with the optimum bandwidthsdiscussed
laterd were used. Finally the reflectivity ratio,rratio9 , and liquid
crystal bandwidth, BW, were varied to achieve a comparable
shape and to force the peak magnitudes close to those of the
experimental data. The optimum combination of reflectivity ratio
and bandwidth was chosen such that

s1d The peak values for R, G, and B were close to those from
the experimental results.

s2d The shapes of the red, green, blue, hue, saturation and value
curves were similar to those from the experimental results.

In general, increasing the bandwidth causes the curves to widen,
localized phenomena such as fluorescent spikes to diminish and
the peak magnitudes to increase. Increasing the reflectivity ratio

causes the R, G, B and value curves to reduce in magnitude when
holding the background value constant. When the bandwidth is
small, on the order of 20 nm, the spikes from the fluorescent
sources are quite noticeable. Since the spikes have never been
observed during experimentation, the bandwidth was chosen
above this value. When the bandwidth increases above 100 nm
sthe width of the R, G, and B filtersd the R, G, and B peaks begin
to plateau. When the reflectivity ratio is low, below 0.2, the mag-
nitude of the RGB peaks become very high and the relatively
small contribution of background reflection caused the hue curves
to collapse close to one another. When the reflectivity ratio is
high, above 0.6, the relatively large contribution of background
reflection causes the hue curves for all the sources to behave simi-
lar to that of the tungsten source becoming severely attenuated to
the background hue values. Behle et al.f5g investigated the effect
of TLC coating thickness on the hue-temperature characteristics.
They used three different thicknesses and their results showed an
increase in attenuation to the background hue as the coating be-
came thinnersi.e., as the reflectivity ratio became higherd. An
optimum combination of reflectivity ratio and bandwidth for the
current study has been chosen through iteration to be 0.45 and
90 nm, respectively.

One of the areas of poor agreement between the model and
experimental results is the temperature at which color play begins
for each of the components. The experimental RGB results in Part
1 indicate that color play begins in a gradual fashion starting at
about 37.5°C for each of the three components. However the
results from the theoretical model in Fig. 8 shows a more abrupt
onset of color play for each of the three components and also
shows this onset to begin at increasing temperatures for the Red,
Green, and Blue components, respectively.

The theoretical HSV data in Fig. 9 exhibits all the same char-
acteristics described in the experimental data. In addition this in-
cludes data for the theoretically flat spectrum which offers the
highest distribution of value, the most uniform saturation and the
hue curve with the least infection over the useful range—all de-
sired properties.

Tapered TLC Reflectivity Model Results
Two ways of making the green and blue components of the

model begin their color play at lower temperatures are to modify
the temperature-wavelength relations, or to modify the liquid
crystal reflectivity model. Modifying the temperature-wavelength
relations, so that color play for all three components are at about
the same temperature, has the negative effect of changing the
temperature at which the peaks occur which is unreasonable.
There are several different ways in which the liquid crystal reflec-
tivity model can be modified:

s1d the square function bandwidth can be increased or de-
creased;

s2d the square function bandwidth can be increased or de-
creased unsymmetrically;

s3d the square function bandwidth can be increased or decrease
either symmetrically or unsymmetrically as a function of
wavelength;

s4d the bandwidth and amount of taper can be increased or
decrease either symmetrically or unsymmetrically as a
function of wavelength.

Casess1d–s3d will cause some or all the RGB components to
plateau and is unreasonable. Cases4d seems to have the potential
for offering an explanation but results in a more complicated
model.

A new set of calculations for a single tapered model, in which
tapered edges were added to the optimum reflectivity ratio/
bandwidth model chosen aboves0.45/90 nmdwere performed.
The R, G, and B curves for this case are shown in Fig. 10. Adding
taper to the reflectivity model had the expected effects of lowering

Fig. 9 Theoretical HSV output vs temperature „untapered
model…
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the temperature at which color play begansby 0.0, 0.2, and 0.4°C
for the R, G, and B components, respectivelyd and causing a more
gradual onset of color play. Further refinement of the liquid crys-
tal reflectivity model would likely lead to an improved overall
model, however, the number of possible reflectivity models is ex-
haustive and pursuit of a better model would lead away from the
simplicity of the current model. Akino et al.f11g showed that the
spectral reflectivity of a TLC coated surface does in fact have a
highly varying taper and bandwidth as a function of temperature
sFig. 5d.

The HSV data for the tapered liquid crystal reflectivity model
shows similar behavior to the untapered model.

Summary and Conclusions
A theoretical model of a thermochromic liquid crystal imaging

system has been developed. The model accounts for the spectral
characteristics of the illumination source, the TLC coated surface,
and the CCD imaging camera. The purpose of this theoretical
model was to offer a more in-depth understanding of the factors
involved in liquid crystal thermography, to describe the effects
that various illumination sources have on a TLC hue-calibration,
and to understand better the merits of the spectral distributions of
various illumination sources. Regardless of the start temperature
shortcoming, the model has served its purpose, describing the
relative shapes of the hue saturation and value curves through the
useful range and showing inflections, which correspond well to
the experimental data.

Two reflectivity models for the liquid crystal were used: a
square model and a tapered model. The main discrepancy between
the TLC reflectivity models used and the experimental results is
the temperature at which the R, G, and B components begin to
increase from their background values. Experimentally, the three
begin to increase at approximately the same temperature, although

the rate of increase is greatest for the red and smallest for the blue.
For the model to exhibit this same characteristic the taper length
of the TLC reflectivity would have to extend toward the blue side
slower wavelengthsd at each temperature and the magnitude of the
reflectivity at lower wavelengths would be smallest at low tem-
peratures and increase with temperature. This is precisely the be-
havior that Akino et al.f11g found. The common belief that selec-
tive reflection from a surface coated with a microencapsulated
TLC is approximated by a monochromatic spikese.g., Sysonf12gd
or occurs over a very narrow range of wavelengths is too simplis-
tic.

Nomenclature
H, hue 5 hue scolord level in HSV color-space

fEq. s1dg
R or red 5 red component from RGB color-space

B or blue 5 blue component from RGB color-space
G or green5 green component from RGB color-space

S or saturation5 saturationsredness/pinknessd level in
HSV color-space

V or value 5 brightness level in HSV color-space
i 5 radiant intensity

l 5 wavelength
t 5 transmissivity
r 5 reflectivity

Rgain, BGain5 red and blue gain settings in the CCD
camera

Gain 5 gain setting in the CCD camera
a 5 absorptivity

BW 5 bandwidth of wavelengths over which
liquid crystal substance reflects incident
light

CF 5 coverage factor to account for the fact
that TLC microcapsules do not cover the
entire surface

T 5 temperature

Subscripts
l 5 specular quantity
i 5 incident

shield 5 UV shield
source5 denotes specific illumination source

ref 5 reflected
LQ 5 liquid crystal or liquid crystal

contribution
R 5 red component

vis 5 visible range of wavelengths
BP 5 black paint or background

max 5 maximum value
ratio 5 ratio of background to liquid crystal

background5 background contribution
mult 5 multiplier used to adjust R and B values

for theoretical imaging model to experi-
mental values

exp or experimental5 experimental value
model 5 value from theoretical imaging model

Superscripts
8 5 unidirectional quantity
9 5 bidirectional quantity

Acronyms
TLC 5 thermochromic liquid crystal

CNLC 5 chiral nematic liquid crystal
UV 5 ultraviolet

CCD 5 charge-coupled device
CIE 5 International Commission on

Illumination

Fig. 10 Theoretical RGB output vs temperature „tapered
model…
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The Effect of Support Grid Design
on Azimuthal Variation in Heat
Transfer Coefficient for Rod
Bundles
Support grids are an integral part of nuclear reactor fuel bundle design. Features, such as
split-vane pairs, are located on the downstream edge of support grids to enhance heat
transfer and delay departure from nucleate boiling in the fuel bundle. The complex flow
fields created by these features cause spatially varying heat transfer conditions on the
surfaces of the rods. Azimuthal variations in heat transfer for three specific support grid
designs, a standard grid, split-vane pair grid, and disc grid, are measured in the present
study using a heated, thin film sensor. Normalized values of the azimuthal variations in
Nusselt number are presented for the support grid designs at axial locations ranging from
2.2 to 36.7 Dh . Two Reynolds numbers, Re528,000 and Re542,000 are tested. The
peak-to-peak azimuthal variation in normalized Nusselt number is largest just down-
stream of the support grids and decreases to a minimum value by the end of the grid span.
A comparison of the azimuthal heat transfer characteristics between the support grids
indicates distinctive results for each type of support grid design tested. The split-vane pair
grid exhibits the largest peak-to-peak variation in azimuthal heat transfer of130% to
215% just downstream of the grid at 2.2 Dh . The disc grid has the most uniform
azimuthal heat transfer distribution with a peak-to-peak value of64% for all axial
locations tested.@DOI: 10.1115/1.1863274#

Introduction
Nuclear fuel bundles that constitute the core for pressurized

water reactors~PWRs!consist of parallel rods that are held in a
fixed array by support grids. The flow of pressurized water along
the rods provides the cooling for the rods during reactor operation.
In addition to supporting the rods in the bundle, the support grids
also affect the heat transfer and fluid flow characteristics in the rod
bundle. Heat transfer enhancing features are often attached to the
downstream edge of the support grids to improve the heat transfer
performance of the rod bundle. One commonly implemented fea-
ture is a split-vane pair located on the downstream edge of the
support grid and placed at the center of the flow area between four
adjacent rods. Such vane pairs alter the flow field in two important
ways, by creating a swirling flow and enhancing mixing among
the parallel channels formed by the rods. The interconnected, par-
allel channels that are formed by rod bundles and the support
grids are an exceedingly complex geometry for flow and heat
transfer. Figure 1 presents a schematic diagram of a rod bundle
assembly, and illustrates a subchannel, the flow area between four
adjacent rods. Three support grid designs, shown in Fig. 2, are
examined in the present study. For all of the support grid designs,
features formed out of the grid strap hold the rods on a constant
pitch in the rod bundle. A support grid having no flow enhancing
features, termed a ‘‘standard’’ or ‘‘egg-crate’’ grid, is tested and
serves as a basis for comparison for support grids having flow and
heat transfer enhancing features. In addition, support grids with
two different types of flow enhancing features, a disc and a split-
vane pair, are tested. The disc support grid, shown in Fig. 2~b! has
blunt disc blockages attached to the downstream edge of the sup-
port grid. The disc blockages are circular and have a 5.8 mm
diameter. The split-vane pair support grid, shown in Fig. 2~c!, has
split-vane pairs attached to the downstream edge of the support

grid. The vane orientation makes an approximately 30° angle with
the axial flow direction. The split-vane pairs have left–right and
up–down alternating vane patterns as indicated in Fig. 2~c!. Flow
enhancing features may be loosely characterized as streamlined or
blunt, with the split-vane pair and the disc clearly representing
these two classes.

Both single-phase and subcooled nucleate boiling heat transfer
are important in pressurized water reactor operation. The power
produced by the reactor core is limited in order to maintain the
surface of the rods below the departure from nucleate boiling limit
during different core transients including accident scenarios. In
addition, the integrity of the fuel rods can be compromised if the
local temperature on the surface of the rod is too large. For ex-
ample, corrosion rates are larger at higher temperatures. There-
fore, larger and more uniform values of the single-phase, local
heat transfer coefficient on the rods yield increased performance,
while preventing potential damage to the fuel rods that results
from areas of increased temperature.

Several previous investigations have examined the azimuthal
variations in wall temperature or Nusselt number in rod bundles.
Dingee and Chastain@1# investigated heat transfer in rod bundles
without support grids. Experiments were conducted on a square
array rod bundle and a triangular array rod bundle. Each rod
bundle configuration consisted of nine rods. Electrical current was
passed through all nine rods to achieve resistance heating of the
rods. The rods were cooled using pressurized water with Prandtl
numbers of 1.18 and 1.75. The primary objective of this work was
to measure fully developed Nusselt numbers. The experimental
uncertainty of the measured Nusselt numbers was68%. Azi-
muthal variations in Nusselt number were observed to be less than
the experimental uncertainty. Kidd et al.@2# investigated the azi-
muthal temperature variations and local heat transfer coefficients
downstream of standard support grids in a fully heated rod bundle.
The rod bundle consisted of seven rods arranged on a hexagonal
array and heated using resistance heating. Air was used as the
working fluid. Peak-to-peak variations in azimuthal Nusselt num-
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ber were approximately65% of the average Nusselt number at an
axial location of two hydraulic diameters downstream of a stan-
dard support grid. In addition, Kidd et al.@2# developed a corre-
lation for the azimuthally averaged heat transfer development
downstream of a standard support grid in a rod bundle. This cor-
relation was based on the Reynolds number and the axial distance
downstream of a standard support grid in the rod bundle.

Marek and Rehme@3# investigated the heat transfer both within
and immediately upstream and downstream of a standard support
grid. The three-rod triangularly arrayed bundle was cooled with
air. The rods in the bundle were directly heated using resistance
heating. Local rod temperatures were measured to obtain heat
transfer data. Azimuthal variations in the Nusselt number near the
support grid were within65% of the circumferentially averaged
Nusselt number at the corresponding axial location. A correlation
for the maximum Nusselt number in the support grid region of a
rod bundle was developed based on the blockage ratio~ratio of the
projected area of the support grid to the open flow area in the rod
bundle!of the standard support grid and the fully developed Nus-
selt number in the rod bundle.

Guellouz and Tavoularis@4# investigated azimuthal variations
in heat transfer for a scaled model representing an outside seg-
ment of a 37-rod hexagonally arrayed reactor core. Air was the
working fluid in the experiment. The 12.9:1 scaled model con-
sisted of five rods. Three rods represented an outer segment of the
hexagonal array. This outer segment of rods was surrounded by
the test section wall on one side and by two interior rods on the
other side. The central rod in the outer row was instrumented and
positioned to determine the effect of spacing~between both the
test section wall and adjacent rods! on azimuthal heat transfer
variations. A small sector of the instrumented rod~corresponding
to approximately 6.5 deg! was heated using a cartridge heater. The
instrumentation was designed to determine the azimuthal sensitiv-

ity of the heat transfer coefficient rather than the absolute value of
heat transfer coefficient that would be obtained from a fully
heated rod bundle. Mean and fluctuating fluid temperature mea-
surements were also obtained in this experiment. Results indicated
that the heat transfer coefficient was a minimum adjacent to the
narrow rod gaps and a maximum adjacent to the open flow re-
gions in the rod bundle.

A limited number of studies have investigated local rod tem-
perature and local, azimuthally averaged heat transfer downstream
of a support grid with vane pairs. De Crecy@5# experimentally
determined both the rod location in the array and azimuthal posi-
tion on the rod for the initial occurrence of departure from nucle-
ate boiling~DNB! downstream of a support grid with split-vane
pairs. A 535 square array rod bundle cooled with water was used
in the investigation. All rods in the bundle were heated using
resistance heating. Results indicated that for rod bundles with
standard support grids, DNB typically occurred first on the central
rod in the bundle at an azimuthal location adjacent to the rod gaps.
For support grids with split-vane pairs, DNB occurred first on one
of the nine central rods in the rod bundle. In addition, the azi-
muthal location on the rod surface of the DNB occurrence ap-
peared to be randomly distributed. Single-phase experiments were
conducted to calculate a subchannel mixing coefficient based on
the rod surface temperatures. These single-phase experiments@5#
identified a subchannel mixing coefficient for the split-vane pair
grid design that was approximately ten times greater than the mix-
ing coefficient for a standard support grid design. Yao et al.@6#
proposed a correlation for the local heat transfer development
downstream of a support grid with vane pairs. Since no experi-
mental heat transfer measurements downstream of a split-vane
pair grid design were available, Yao et al.@6# incorporated infor-
mation from fundamental research in decaying, swirling flow in a
pipe to develop their correlation. The correlation developed for
flow downstream of a split-vane pair modeled the effects of swirl-
ing flow in rod bundle subchannels based on the spatial decay rate
of the angular momentum of swirling pipe flow reported by Kreith
and Sonju@7#.

Holloway et al.@8# investigated the local, azimuthally averaged
heat transfer development downstream of support grid designs
with flow-enhancing features. Support grids with vane pairs as

Fig. 1 „a… Schematic diagram of 5 Ã5 rod bundle assembly „b…
Details of subchannel with split-vane pair

Fig. 2 Representative drawings of support grid designs for „a…
standard grid, „b… disc grid, and „c… split-vane pair grid.

Journal of Heat Transfer JUNE 2005, Vol. 127 Õ 599

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



well as circular disc flow-enhancing features were investigated. A
535 square array rod bundle with water as the working fluid was
used in the investigation. Pressure drop measurements across the
support grids were documented for standard, split-vane pair, and
disc grids. The measurements indicated that the disc grid had the
largest pressure loss coefficients. The standard support grids had
the lowest pressure loss coefficients. The split-vane pair support
grids, with the streamlined vanes, had pressure loss coefficients in
between those of the disc grid and the standard support grids with
no flow-enhancing features. Heat transfer measurements were ob-
tained by heating a small portion of a single rod in the bundle
using a cartridge heater inserted concentrically into the instru-
mented rod. A general heat transfer correlation based on funda-
mental physics was developed for flow downstream of support
grid designs with flow-enhancing features. Results indicated that
the circumferentially averaged heat transfer downstream of a sup-
port grid with flow-enhancing features could be characterized
based on the pressure losses associated with the flow-enhancing
features attached to the support grid. No previous experimental
investigations reporting azimuthal heat transfer variations down-
stream of support grids with flow-enhancing features were identi-
fied in the open literature.

Previous investigations have examined the natural mixing that
occurs between closely spaced rod bundles~see@9# for a review!.
Flow pulsations through the rod gaps of neighboring subchannels
have been identified for closely spaced rod bundles in numerous
investigations. Some key results will be discussed here. Hooper
and Rehme@10# found that for a fixed rod gap spacing, the fre-
quency of the flow pulsations, as identified based on spectra of the
velocity fluctuations, increased linearly with the Reynolds num-
ber. Moller @11#, found that the nondimensional frequency, pre-
sented in terms of the Strouhal number, was a function of the
relative gap width. Wu and Trupp@12# confirmed that the Strouhal
number was a function of the relative gap width. Guellouz and
Tavoularis@13,14#documented the structure of turbulent flow for
W/D ratios ranging from 1.05 to 1.35. Flow pulsations were iden-
tified for each gap width tested. Krauss and Meyer@15# docu-
mented the quasi-periodic frequencies present in both velocity and
fluid temperature measurements, which indicate that the flow pul-
sations and heat transfer through the rod gap are closely related.
The flow conditions in all of these investigations were in the fully
developed flow region, far downstream of any rod support struc-
tures. As far as is known, no investigation on the presence of flow
pulsations downstream of different types of support grid designs
separated by a short span (;40Dh) has been published in the
open literature. Therefore, the exact nature and existence of these
flow pulsations for the rod bundle geometry investigated in the
present study is not known. However, forced mixing due to the
increased turbulence and large-scale flow structures created by the
support grid designs is expected to have a much larger effect on
the resulting convective heat transfer from the surface of the rods.

The present experimental investigation examines the azimuthal
variations in heat transfer in a rod bundle downstream of various
types of support grids. A 535 square array rod bundle, represent-
ing a portion of a full-scale 17317 square array rod bundle, is the
model rod bundle used in the present investigation. The support
grids used in the model rod bundle assemblies are constructed
from interior straps of the 17317 support grid designs. The rod
diameter and pitch as well as the axial spacing of the support grids
in the rod bundle assembly are consistent with those in a full-scale
17317 rod bundle. New support grid designs are typically bench-
marked using a 535 ~or similar reduced array!rod bundle. Re-
sults from benchmark tests are used to develop heat transfer and
mass exchange correlations for the 17317 rod bundle assemblies.
In addition, required DNB testing of new support grid designs is
performed on the reduced size array.

In the present study, a heated, thin film sensor is implemented
to obtain measurements of the azimuthal variations in heat trans-
fer downstream of the three distinct support grid designs. Since

only a small portion of the instrumented rod is heated, the mea-
surement technique is similar in concept to that developed in@4#.
Reynolds numbers~based on the hydraulic diameter of the central
subchannel!of 28,000 and 42,000 are investigated. These Rey-
nolds numbers are an order of magnitude lower than those occur-
ring in the core of a nuclear reactor. However, comparison of
experimental particle image velocimetry~PIV! measurements at
Re528,000@16,17#with computational fluid dynamics~CFD! re-
sults at in-core conditions downstream of a split-vane pair grid
design indicates similar flow structures for both Reynolds num-
bers. In addition, the heat transfer enhancement in swirling flow is
strongly dependent on the intensity of the swirl and only weakly
dependent on the axial Reynolds number@18#. Since the flow
structures present at Re528,000 are similar to those for in-core
flow conditions, the trends in azimuthal heat transfer variation
observed at the lower Reynolds numbers can be extended to those
at in-core conditions. Azimuthal variations in Nusselt number
were obtained for the central rod in the bundle. Axial locations
ranging from 2.2 to 36.7Dh are examined.

Experimental Facility and Measurements

Experimental Facility. Figure 3 shows a schematic drawing
of the closed-loop experimental facility that is used in the present
study. The flow loop uses water as a working fluid and consists of
a constant head tank, heat exchanger, variable speed pump, flow
straightener, test section, and flowmeter. The Lexan test section
accommodates a square-arrayed 535 rod bundle. The test section
height and length are 65 mm and 1.64 m, respectively. The rod
bundle is constructed using 9.5 mm rods that are supported on a
12.6 mm pitch. Thus, theP/D ratio for the rod bundle is 1.33. The
hydraulic diameter,Dh , of a single subchannel is 11.78 mm.
Three grids are used to assemble the bundle and are placed on a
span of 508 mm. The first grid is located 90 mm downstream of
the test section inlet.

Local measurements of the variation in the heat transfer coef-
ficient around the circumference of the central rod in the bundle
are acquired at axial locations of 25.4–432 mm (2.2– 36.7Dh)
downstream of the third grid. Measurements are obtained for axial
velocities of 2.4 and 3.7 m/s and a bulk water temperature (Tb) of
20°C. The corresponding Reynolds numbers, based on hydraulic
diameter, are 28,00061200 and 42,00061700. Full discussion of
the flow loop can be found in@8#.

Thin Film Sensor. The azimuthal variation in heat transfer
coefficient is measured using a rod instrumented with a locally
heated sensor. Figures 4 and 5 show a schematic drawing and a
photograph of the sensor. The polycarbonate body of the sensor is
9.5 mm in diameter and is 54 mm long. A resistance heater~thin
film of Hastings alloy!was flush mounted on the surface of the
sensor to provide local heating at the surface of the sensor. The
resistance heater is 0.013 mm thick, 1.6 mm wide, 28.6 mm long,
and provides local heating to a 20 deg sector of the surface of the
sensor. As shown in Fig. 4, a groove milled into the surface of the
sensor accommodates the resistance heater. Figure 5 shows a pho-
tograph of the thin film resistance heater embedded on the surface
of the sensor. The surface of the resistance heater is in direct
contact with the water in the test section, and is heated using a

Fig. 3 Drawing of experimental facility.
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direct current power supply. An E-type thermocouple and an
Omega digital panel meter are used to measure the temperature
directly beneath the resistance heater. The Omega digital panel
meter has a measurement resolution of 0.01°C. The measurement
system was calibrated from 10°C to 50°C and the uncertainty in
temperature measurement based on a root-sum-square method of
combining measurement error and the calibration error (tn,95Syx)
was60.50°C. The thermocouple provided an accurate measure of
the sensor surface temperature due to the small thickness of the
resistance heater. High-frequency resolution in temperature fluc-
tuations was not a goal of the present investigation. As such, the
present experimental technique provides time-averaged heat trans-
fer measurements around the circumference of the instrumented
rod.

Experimental Measurements. The central rod instrumented
with the thin film sensor is moveable. The remaining 24 rods are
fixed at the inlet and outlet of the test section. The central move-
able rod could be rotated about its axis and translated in a direc-
tion parallel to its axis. A protractor fixed to the rod provided
measurement of the azimuthal position of the sensor; the resolu-
tion of the protractor was 1 deg and the uncertainty in the azi-
muthal position was62°. Figure 6 indicates the location of the
instrumented rod as well as the angular coordinate orientation for
the azimuthal locations tested.

The local heat transfer coefficient,hu , is calculated from the
power and temperature measurements as

hu5
q

Aeff~Tu2Tb!
(1)

In addition, the local Nusselt number is defined as

Nuu5
huDh

k
(2)

The local azimuthal variation in the normalized Nusselt number at
a specific angular position was determined by measuring the sur-
face temperature of the heater and the bulk fluid temperature

Nuu~z!2Nuu~z!

Nuu~z!

5
~Tu2Tb!212~Tu2Tb!21

~Tu2Tb!21

(3)

where (Tu2Tb)21 represents the average of the inverse of the
temperature difference between the rod and the bulk fluid for a
given axial location. The bulk fluid temperature was measured
before and after acquiring each data set at each axial location. The
power input to the resistance heater was 7 W and was determined
by measurement of the resistance and the voltage. The nominal
resistance of the heater was 0.25V. The power was selected to
provide a temperature difference (Tu2Tb) ranging from 4°C to
10°C. The measurements obtained using this sensor for a specific
angular position represent the heat transfer averaged over a 20 deg
sector of the rod surface and over the 28.6 mm length. The mea-
surement at a given axial location was obtained in a small time
period to avoid drift in the power supply and thermocouple refer-
ence junction compensation. The bias error inherent in expressing
an absolute value of local heat transfer is removed due to the
normalization procedure described in Eq.~3!. Therefore, the con-
tribution of uncertainty in the local Nusselt number due to preci-
sion error~rather than absolute error! was estimated based on a
Kline McClintock sensitivity approach

uNuu
5AS uq

]Nuu

]q D 2

1S uTu

]Nuu

]Tu
D 2

1S uTb

]Nuu

]Tb
D 2

(4)

with typical error contributions to the precision uncertainty as
listed below.

uq 60.17 W

uTu 60.25°C

uTb 60.25°C

The measurements of hydraulic diameter, area, and fluid conduc-
tivity are assumed to be constant, and therefore, have zero contri-
bution to the precision error of the Nusselt number. The uncer-
tainty of the azimuthal variation in Nusselt number is64%. This
uncertainty claim is supported by repeatability measurements ob-
tained during the experiment.

Previous research on conduction losses in similar heat flux
probes~for example,@19#!, indicate that as convective conditions
at the surface of the probe increase, the amount of energy con-
ducted into the body of the sensor will decrease. In order to quan-
tify the conduction losses through the polycarbonate body of the
sensor for the given flow conditions, a two-dimensional~2D! con-
duction model was investigated usingFLUENT software. Convec-
tion heat transfer coefficients ranging from 12,500 to 30,000
W/m2K were investigated. This resulted in temperature differ-
ences between the surface of the sensor and the bulk fluid ranging
from approximate 5°C to 12°C. For the range of conditions exam-
ined, the convective heat transfer from the surface of the thin film
sensor was 96–98% of the total energy generated by the thin-film
sensor. Since the convective conditions in the present study result
in negligible conduction losses to the sensor body, the effective
area can be assumed constant and equal to the sensor area for all
flow conditions.

Fig. 4 Drawing of thin film azimuthal heat transfer sensor „Di-
mensions in mm…

Fig. 5 Photograph of thin film azimuthal heat transfer sensor

Fig. 6 Details of instrumented rod location
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The temperature field that arises in the model rod bundle is
different than that in a fully-heated bundle or reactor core. Hydro-
dynamic conditions are similar, but the thermal boundary layer on
the rod is not developed; therefore, the measurements obtained
using the thin film sensor are most closely related to the local
magnitude of the shear stress on the rod surface. The variations of
shear stress indicated by the sensor may be directly compared to
those obtained from a fully heated case. This further motivates
normalization of the results and allows interpretation of the
present measurements in terms of heat transfer. Hay and West@20#
and Guellouz and Tavoularis@4# employed a similar normalization
procedure. Major flow features, whether impingement, separation,
or flow acceleration, will have similar effects in either case.

Results and Discussion
Azimuthal variations in heat transfer downstream of a standard

support grid design and support grid designs with disc and split-
vane pair flow and heat transfer enhancing features have been
acquired using the thin film sensor. Axial locations ranging from
2.2 to 36.7Dh were investigated downstream of each of the sup-
port grid designs. Data are presented in the form of normalized
variation in Nusselt number, Eq.~3!, to allow direct comparison of
the data obtained from different support grid designs.

The standard support grid design is a baseline case for compari-
son of azimuthal variations in support grids with flow-enhancing
features. Azimuthal variations in heat transfer downstream of a
standard support grid design are shown in Figs. 7 and 8. Note that
the normalized azimuthal variation in Nusselt number, as defined
in Eq. ~3!, is presented on the ordinate axes. The data points in the
figures indicate individual measurement locations, with connect-
ing lines through the data points included to provide distinction
between each series included in the data plots. Figure 7 provides a
comparison between measurements obtained downstream of the
standard support grid using the thin film sensor in the present
study and data obtained from the fully heated rod bundle study of
Kidd et al.@2#. The data of@2# was obtained at Re550,000 and at
an axial location of 7.0Dh while the data from the present study
was obtained at Re542,000 and 6.5Dh . Heat transfer variations
were measured around an outer rod of the seven rod hexagonally
arrayed bundle in@2#, so differences in the location of peak heat
transfer are expected. Figure 7 indicates that the magnitude of
azimuthal variations in heat transfer measured by the present ex-
perimental technique is consistent with that measured using a dif-
ferent measurement technique by Kidd et al.@2#. Based on previ-
ous investigations of azimuthal heat transfer@2,3#, the variation in
heat transfer downstream of a standard support grid design is ex-

pected to be on the order of65% for a hexagonally arrayed rod
bundle. Data obtained using the thin film sensor confirm this re-
sult for a square arrayed rod bundle.

Figure 8 presents the azimuthal variations in Nusselt number
downstream of the standard support grid at three axial locations
for Re528,000. The largest peak-to-peak variation in Nusselt
number occurs just downstream of the standard support grid at
2.2Dh . These azimuthal variations are attributed to increased tur-
bulence, boundary layer destruction~surface renewal!, and local
flow acceleration caused by the support grid. The maximum azi-
muthal heat transfer variation of116% occurs at an angle of 45
deg ~adjacent to the subchannel flow area as shown in Fig. 6!
while the minimum variation of212% occurs at an angle of 180
deg ~adjacent to the rod gap as shown in Fig. 6!. As the flow
develops in the streamwise direction, the peak-to-peak value of
the azimuthal heat transfer variation decreases. At 36.7Dh , where
the flow is expected to be hydrodynamically fully developed, the
peak-to-peak azimuthal variation in Nusselt number is within
64%. A comparison between the data obtained at Re542,000
~Fig. 7! and Re528,000 for 6.5Dh ~Fig. 8! indicates the same
general behavior for both Reynolds numbers tested. These simi-
larities were documented for each of the support grid designs
tested. As such, the lower Reynolds number case, Re528,000,
will be the focus for the remainder of the discussion.

Fig. 7 Azimuthal variations in Nusselt number comparison
with Kidd et al. †2‡ Fig. 8 Azimuthal variations in Nusselt number for standard

grid

Fig. 9 Azimuthal variations in Nusselt number for disc grid
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The azimuthal variations in the Nusselt number downstream of
the disc grid design are documented for three axial locations at
Re528,000 in Fig. 9. The peak-to-peak azimuthal variation in the
Nusselt number is within64% for all axial locations downstream
of the disc grid. The azimuthal variation in the Nusselt number for

all of the axial locations are comparable to the fully developed
value obtained from the standard grid design at 36.7Dh . The
large peak-to-peak variations in the Nusselt number measured just
downstream of the standard grid at 2.2Dh are not observed just
downstream of the disc grid.

The complex flow field downstream of support grids with split-
vane pairs has been documented in several previous investiga-
tions. An investigation of the axial velocity downstream of split-
vane pair grid design@21# indicates that just downstream of the
support grid, the axial velocity is lowest in the center of the sub-
channel and highest in the center of the rod gaps. As the flow
develops, the axial velocity profile returns to that of the fully
developed profile with higher axial velocities in the center of the
subchannel and lower axial velocities in the center of the rod gaps.
McClusky et al.@16# documented a swirling flow structure, con-
sistent with a Lamb–Oseen vortex, in the lateral flow field down-
stream of a single split-vane pair in a rod bundle subchannel. The
swirling flow structure was found to migrate within the subchan-
nel. In addition, the decay rate of the angular momentum was
documented. McClusky et al.@17# presented lateral velocity fields
for several subchannels downstream of a split-vane pair grid de-
sign. Integral measures of the lateral velocity field indicate that
differences in lateral flow structures are present in each subchan-
nel. Figure 10 presents lateral velocity and axial vorticity fields
obtained using particle image velocimetry~PIV! downstream of a
typical split-vane pair support grid as presented in@17#. Two axial

Fig. 10 Lateral velocity and axial vorticity downstream of split-
vane pair grid †17‡ for „a… 2.8 Dh and „b… 6.3 Dh

Fig. 11 Azimuthal variations in Nusselt number for split-vane
pair grid

Fig. 12 Azimuthal variations in Nusselt number for 2.2 Dh

Fig. 13 Azimuthal variations in Nusselt number for 36.7 Dh
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locations, 2.8Dh and 6.3Dh , are presented. As shown in Fig. 10,
two vortices shed from the vane tips are present at 2.8Dh while a
single vortex is present at an axial location of 6.3Dh . The single
vortex was documented in the subchannel for axial locations up to
25.5Dh . However, the relative magnitude of the lateral velocities
decreases with increasing distance from the support grid. Figure
10 also indicates differences in the lateral rod gap flows present in
the subchannel. For example, the east rod gap in Figs. 10~a! and
10~b! has strong lateral velocities leaving the subchannel area. In
contrast, the north and south rod gaps have smaller lateral veloci-
ties with some recirculation in the rod gaps. In addition, separa-
tion regions around portions of the rods are typically observed
downstream of split-vane pair grid designs. A separation region is
located on the southeast rod in Figs. 10~a! and 10~b!. The axial
velocity distributions and information on the complex lateral flow
structure downstream of a split-vane pair support grid are useful
in interpreting the azimuthal heat transfer variations obtained in
the present investigation.

Figure 11 presents the azimuthal variation in Nusselt number
downstream of a split-vane pair grid design for three axial loca-
tions at Re528,000. At axial locations of 2.2Dh and 6.5Dh there
are large peak-to-peak variations in the azimuthal Nusselt num-
bers. At these axial locations, the maximum azimuthal variation in
Nusselt number is130% while the minimum azimuthal variation
is 215%. The maximum Nusselt number occurs at locations on
the rod adjacent to the rod gaps~90 deg and 270 deg!. The mini-
mum azimuthal Nusselt number variation is observed at several
azimuthal locations. As the flow develops in the streamwise direc-
tion, the peak-to-peak azimuthal variation diminishes. At
36.7Dh , the azimuthal variations in Nusselt number range from
14% to27.6%. The complex flow behavior downstream of split-
vane pair grid designs, such as flow separation from the rod and
axial velocity deficits, contributes to large variations in azimuthal
Nusselt number.

Comparisons between the three support grid designs tested are
presented in Figs. 12 and 13 for 2.2Dh and 36.7Dh , respectively.
As shown in Fig. 12, the azimuthal variations in Nusselt number
for the split-vane pair grid design are the largest at a location just
downstream of the support grid. The circumferentially averaged
Nusselt number at 2.2Dh is larger for the split-vane pair grid than
the standard grid design@8#. However, there are also larger varia-
tions in Nusselt number around the circumference of the rod. The
disc grid produces the most uniform azimuthal Nusselt number
distribution. At 2.2Dh , the disc grid exhibits the largest average
Nusselt number compared to the other support grid designs tested
@8#. A disadvantage of the disc grid is the large pressure drop
associated with the blunt discs. Figure 13 indicates that at 36.7Dh
the azimuthal variations in Nusselt number have similar magni-
tudes and behavior for the three support grid designs.

Figure 14 presents contour plots of the temperature difference,
Tu2Tb , for the standard grid, disc grid, and split-vane pair grid
for the range of axial locations measured in the present investiga-
tion. Regions of high temperature difference, called hot spots,
form at localized angular positions for all three support grid de-
signs. However, the axial location that the hot spots appear, as
well as the axial development of the hot spots, is dependent on the
type of support grid. For comparison with the current measure-
ment technique, a temperature distribution obtained downstream
of a split-vane pair grid design using computational fluid dynam-
ics ~CFD! is presented in Fig. 15@22#.

The CFD simulation@22# consisted of a two-subchannel model
with periodic boundary conditions. The predicted temperature dis-
tribution for a central rod in a 535 rod bundle is obtained from
the portion of the rod surfaces highlighted in Fig. 15. The 0°
reference angle used in Fig. 15 is not the same as the orientation
used in the present investigation~shown in Fig. 6!. In Fig. 15, the
angle of the rod location is represented by the horizontal axis and
the axial distance downstream of the support grid is plotted on the
vertical axis. A constant heat flux is applied at the surface of the
rods; therefore, the bulk temperature of the fluid is increasing with
axial distance downstream of the grid. In addition, the CFD simu-
lates the thermal conditions in the core of a pressurized water
reactor, which has significantly higher heat fluxes from the rod
walls than the heated film sensor used in the present investigation.
Therefore, a qualitative comparison between the trends in tem-
perature~and not the absolute temperatures! of measurements
made with the heated film sensor, Fig. 14~c!, and the CFD simu-
lation, Fig. 15 is appropriate. Two main regions of elevated sur-
face temperature, or hot spots, are identified in both of these fig-
ures. The two hot spots merge into a single hot spot at
approximately 30Dh ~353 mm downstream of the strap!. A com-
parison between these figures indicates that the measurement tech-
nique utilized in the present study, which provides azimuthal
variations that are averaged over a 20 deg angle of the rod surface,
provides a good representation of the variations in temperature~or
Nusselt number! that occur in a fully heated rod bundle at in-core
conditions. In addition, comparisons between CFD predictions of
the velocity and temperature fields@22# and the present measure-
ments of the azimuthal heat transfer variations suggest that re-
gions of lower magnitude total velocity that are associated with
lateral flow structures are the primary contributor to regions of
decreased Nusselt number.

Conclusions
The azimuthal variations in heat transfer downstream of several

rod bundle assemblies have been quantified. Three different sup-
port grid designs were investigated. A standard support grid de-
sign provided a benchmark comparison with previous investiga-
tions. In addition, the standard support grid was used as a baseline
case for comparison with the disc grid and split-vane pair grid
designs. For the standard and split-vane pair grid designs, the
peak-to-peak variation of heat transfer was largest at the measure-

Fig. 14 „Color… Contour plots of temperature difference „T
ÀTb… at ReÄ28,000 for „a… standard grid, „b… disc grid, and „c…
split-vane pair grid
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ment location just downstream of the grid. The peak-to-peak
variation decreased with distance downstream of the grid.

For the standard grid, azimuthal variations in heat transfer
ranged from116% to212% at 2.2Dh , and decreased to18% to
24% by 6.5Dh . Split-vane pairs cause enhanced circumferen-
tially average heat transfer, but also have the largest peak-to-peak
variations ~130% to 215%! of the grid designs tested. These
variations did not decay rapidly in the downstream direction, but
persisted well past 10 hydraulic diameters downstream of the sup-
port grid. Such large variations are a result of the interaction be-
tween the lateral and streamwise flow structures that result in
regions of total velocity deficit at the surface of the rods. The disc
grid has enhanced circumferentially averaged heat transfer just
downstream of the grid that is achieved with a large pressure drop.
However, peak-to-peak variations of64% were observed at all
axial locations. The results of the present study provide data on
the variation in heat transfer that occurs on the surfaces of rods in
heated rod bundles, and highlight the trends in the azimuthal
variations that occur for different types of support grid designs.
The azimuthal heat transfer distribution on the rod surface can be
incorporated with other important design factors in the develop-
ment of future support grid designs.

Nomenclature

Aeff 5 effective area
D 5 rod diameter

Dh 5 hydraulic diameter
hu 5 heat transfer coefficient
k 5 thermal conductivity

Nuu 5 average Nusselt number at an axial location

Nuu 5 local Nusselt number
P 5 rod pitch

Re 5 Reynolds number
Tu 5 rod surface temperature
Tb 5 bulk fluid temperature
q 5 power
u 5 uncertainty

W 5 wall-to-rod distance
z 5 axial coordinate direction
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Introduction
Several technical papers on forced and free convection in ducts

with annular cross section have been published in the last three
decades. Shah and London@1#, for instance, have provided a wide
description of the main results available in the literature for the
case of laminar flow forced convection. Many are also studies
concerning mixed convection in annular ducts. Among the ana-
lytical studies on this subject, Rokerya and Iqbal@2# have ana-
lyzed the effect of viscous dissipation on fully developed mixed
convection in a vertical annular duct. More recently, mixed con-
vection in a vertical annulus has been studied by Kou and Huang
@3# with reference to a duct filled with a porous medium, and by
Barletta @4# with reference to power law fluids. Among the nu-
merical studies about mixed convection in vertical annular ducts,
Aung et al.@5# have considered the entrance region for the case of
a fluid with temperature variable properties, while Tsou and Gau
@6# have analyzed how important changes of the fluid properties
may influence the temperature field, the Nusselt number, and the
friction factor in the case of low wall heating rates. It must be
pointed out that most of the studies on mixed convection refer to
axisymmetric boundary conditions even if, in practice, this is
sometimes a nonrealistic assumption. In fact, there are several
technical cases in which the duct wall temperature and the duct
wall heat flux depend on the azimuthal angular coordinate. In the
design of heat exchangers where special flow configurations such
as cross flow occur, nonuniform circumferential wall temperature
distributions arise. Moreover, absence of axial symmetry in the
thermal boundary conditions may occur in the thermal control of
ducts for transport of water, gas, or hydrocarbons that are partially
buried either in the soil or in a wall. With reference to the case of
mixed convection in circular ducts, first Reynolds@7# and later
Choi and Choi@8# have considered thermal boundary conditions
that do not fulfill axial symmetry. Recently, Barletta et al.@9# have
analytically studied the free and forced convection in a vertical
tube subjected to a wall temperature that is uniform along the
axial direction and is an arbitrary function of the angular coordi-
nate. With reference to annular ducts, Sutherland and Kays@10#
have studied the forced convection regime for either laminar or
turbulent flow. They considered wall heat flux distributions that
are uniform in the axial direction but nonaxisymmetric.

In the present paper, the fully developed and steady-state lami-

nar mixed convection in a vertical duct with annular cross section
is studied. Nonaxisymmetric thermal boundary conditions such
that temperature does not change in the axial direction are consid-
ered. The Boussinesq approximation is invoked and the average
temperature in the duct section is chosen as the reference tempera-
ture. Moreover, the effect of viscous dissipation is considered as
negligible. The local momentum and energy balance equations are
written in a dimensionless form and solved analytically by em-
ploying the Fourier series expansions of both the temperature field
and the velocity field. The analytical expressions of the dimen-
sionless temperature field, of the dimensionless velocity field, and
of the Fanning friction factor are determined. It is shown that the
governing dimensionless parameters are the ratio between the
Grashof number Gr and the Reynolds number Re, as well as the
ratio between the inner radius and the outer radius of the duct. To
illustrate the general solution, two particular cases are considered:
first, the case of an annular duct with the outer wall isothermal
and the inner wall half adiabatic and half subjected to a uniform
heat flux distribution. Then, the opposite case of an annulus with
the inner wall isothermal and the outer wall half adiabatic and half
subjected to a uniform heat flux distribution is analyzed. Finally,
for both cases, the threshold values of the ratio Gr/Re for the onset
of flow reversal are determined as a function of the duct aspect
ratio.

Technical Interest of Buoyancy-Induced Flow with No
Axial Fluid Heating

The class of thermal boundary conditions considered in the
present paper include all of the cases such that the temperature
field does not change in the axial direction. This constraint implies
that, in the fully developed region, the heat transfer in the fluid is
due to pure conduction and no convection in the streamwise di-
rection occurs. Several authors@4,11–15#have analyzed mixed
convection problems under the same constraint. Obviously, the
practical interest of thermal boundary conditions that do not yield
a net fluid heating in the streamwise direction does not rely on the
possibility to enhance the heat transfer of the fluid. In fact, if the
fluid does not experience a net streamwise heating or cooling, the
heat transfer coefficient coincides with that of pure conduction.
However, even if the buoyancy does not influence the fluid tem-
perature distribution, it can significantly change both the velocity
distribution and the value of the Fanning friction factor. Strong
modifications of the velocity distribution occur when flow reversal
phenomena arise, i.e., when there exist regions in the duct where
the fluid velocity has a direction opposite to the mean flow. Under
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conditions of flow reversal, the influence of buoyancy on the
value of the friction factor can be very important. In these cases,
the head loss in the duct becomes quite different from that evalu-
ated for isothermal flow. This effect has been pointed out, for
instance, in@4# with reference to an annular duct with axisymmet-
ric thermal boundary conditions and in@15# with reference to a
rectangular duct. Buoyancy-induced changes of head losses in
ducts can have interesting applications in the regulation of flow
rates in ducts. Indeed, by adjusting the thermal boundary condi-
tions of the fluid, and hence the buoyancy effect, one can increase
or decrease the head loss in the duct, thus producing a ‘‘thermal
pump’’ behavior, if head losses decrease, or a ‘‘thermal valve’’
behavior, if head losses increase.

Description of the Problem
With reference to Fig. 1, let us consider a vertical duct with

annular cross section. Let the inner and outer radiuses beR1 and
R2 , respectively. The steady-state laminar flow of a Newtonian
fluid is considered. Moreover, let the flow be parallel to the
X-axis, so that the velocity vectorU can be expressed asU
5UX. By employing the Boussinesq approximation,U is a sole-
noidal field and, as a consequence,]U/]X50. Therefore, the flow
is fully developed andU5U(R,q).

If a linear equation of state is considered and the average fluid
temperatureT0 in a duct cross section is chosen as the reference
temperature@16#, the momentum balance equations alongX, R,
andq can be written as

2
]P

]X
1%0gb~T2T0!1mS ]2U

]R2 1
1

R

]U

]R
1

1

R2

]2U

]q2D50,

(1)

2
]P

]R
50, (2)

2
1

R

]P

]q
50, (3)

wherer0 is the fluid mass density evaluated forT5T0 , and P
5p1%0gX is the difference between the pressure and the hydro-
static pressure. Equations~2! and~3! show thatP depends only on
X.

Let the thermal boundary conditions be such that there is no net
fluid heating in the axial direction, i.e.,]T/]X50. Therefore,T
5T(R,q), so that both the reference temperatureT0 and dP/dX
result to be constants.

If one considers the effect of viscous dissipation as negligible,
one can write the energy balance equation as

]2T

]R2 1
1

R

]T

]R
1

1

R2

]2T

]q2 50. (4)

Equations~1! and ~4! can be written in the following dimension-
less form:

Gr

Re
t1l14~12g!2S ]2u

]r 2 1
1

r

]u

]r
1

1

r 2

]2u

]q2D50, (5)

]2t

]r 2 1
1

r

]t

]r
1

1

r 2

]2t

]q2 50, (6)

where

t5
T2T0

DT
, u5

U

U0
,

r 5
R

R2
, g5

R1

R2
, l52

4~R22R1!2

mU0

dP

dX
,

Re5
2~R22R1!U0

n
, Gr5

8gbDT~R22R1!3

n2 . (7)

In Eq. ~7!, U0 is the average velocity in a duct section andDT is
a reference temperature difference. Obviously, sinceU
5U(R,q), U0 is a constant. Let us assumeDT to be a positive
quantity, so that positive values of Gr/Re imply positive values of
U0 ~upward flow!, while negative values of Gr/Re imply negative
values ofU0 ~downward flow!.

The dimensionless no-slip conditions at the walls are

u~g,q!50, u~1,q!50. (8)

Finally, if one writes the expressions ofT0 and U0 in a dimen-
sionless form, one obtains the following constraints on the dimen-
sionless fieldst(r ,q) andu(r ,q):

E
0

2p

dqE
g

1

drtr5 0, (9)

E
0

2p

dqE
g

1

drur5p~12g2!. (10)

Analytical Solution
As shown by Eqs.~5! and ~6!, one can first determine the di-

mensionless temperature field and then the dimensionless velocity

Fig. 1 Vertical annular duct and coordinate axes
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field. Moreover, since the functiont(r ,q) is continuous forg
<r ,1 and 0<q,2p, it can be expanded as a Fourier series
with respect to the variableq, as follows:

t~r ,q!5
a0~r !

2
1(

n51

`

@an~r !sin~nq!1bn~r !cos~nq!#.

(11)

If one substitutes Eq.~11! in Eq. ~6!, one has

1

2 S d2a0

dr2 1
1

r

da0

dr D1(
n51

` F S d2an

dr2 1
1

r

dan

dr
2

n2

r 2 anD sin~nq!

1S d2bn

dr2 1
1

r

dbn

dr
2

n2

r 2 bnD cos~nq!G50. (12)

The unknown functiona0(r ) can be determined by means of Eqs.
~9! and~12!. In fact, if one integrates Eq.~12! with respect toq in
the range@0,2p# and then takes into account the constraint given
by Eq. ~9!, one obtains

a0~r !5F 2~12g2!

12g212g2 ln g
ln r 11GA0 , (13)

whereA0 is an integration constant.
On the other hand, the unknown functionsan(r ) andbn(r ) can

be determined by multiplying Eq.~12!, respectively, by sin(mq)
and cos(mq), wherem is an arbitrary positive integer, and then
integrating with respect toq in the range@0,2p#. By employing
the orthogonality relations of trigonometric functions, one obtains
the following expressions:

an~r !5An
(1)r n1An

(2)r 2n, (14)

bn~r !5Bn
(1)r n1Bn

(2)r 2n, (15)

where An
(1) , An

(2) , Bn
(1) , and Bn

(2) are integration constants. By
means of Eqs.~13!–~15!, Eq.~11! becomes

t~r ,q!5F 2~12g2!

12g212g2 ln g
ln r 11G A0

2
1(

n51

`

@~An
(1)r n

1An
(2)r 2n!sin~nq!1~Bn

(1)r n1Bn
(2)r 2n!cos~nq!#,

(16)

which represents the dimensionless temperature distribution in a
duct section. The integration constants that appear in Eq.~16! are
determined by the thermal boundary conditions.

The dimensionless velocity distribution can be obtained in a
similar way. In fact, the functionu(r ,q) is continuous forg<r
,1 and 0<q,2p, so that it can be expanded as a Fourier series
with respect to the variableq, as follows

u~r ,q!5
c0~r !

2
1(

n51

`

@cn~r !sin~nq!1hn~r !cos~nq!#.

(17)

By substituting Eqs.~16! and ~17! in Eq. ~5!, one obtains

1

2
~12g!2S d2c0

dr2 1
1

r

dc0

dr D1
l

4

1
A0

8

Gr

ReF 2~12g2!
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Moreover, by substituting Eq.~17! in Eq. ~8!, one obtains

c0~g!

2
1(

n51

`

@cn~g!sin~nq!1hn~g!cos~nq!#50, (19)

c0~1!

2
1(

n51

`

@cn~1!sin~nq!1hn~1!cos~nq!#50. (20)

The unknown functionsc0(r ), cn(r ), and hn(r ) can be deter-
mined by multiplying Eqs.~18!–~20!, respectively, by 1, sin(mq),
and cos(mq), wherem is an arbitrary positive integer, and then
integrating with respect toq in the range@0,2p#. By employing
the orthogonality relations of trigonometric functions, one obtains
the following expressions:

c0~r !5H ~12r 2!ln gF ~12g2!S 2l2A0

Gr

ReD
12g2 ln gS 2l1A0

Gr

ReD G
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ReD
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$An
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Then, Eq.~10! can be used in order to determine the value of the
parameterl. Indeed, Eqs.~10!, ~17!, and~21! yield

l5l (1)~g!1
Gr

Re
l (2)~g!A0, (26)

where

l (1)~g!5
32~12g!2 ln g

12g21~11g2!ln g
, (27)
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l (2)~g!5
2~12g2!21~12g424g2 ln g!ln g

4~12g212g2 ln g!@12g21~11g2!ln g#
. (28)

On account of Eqs.~17! and~21!–~28!, the dimensionless velocity
distribution can be expressed as

u~r ,q!5u(1)~r !1
Gr

Re
u(2)~r ,q!, (29)

where
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`
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In Eq. ~31!, Cn(r ) andHn(r ) are given by

Cn~r !5
Re

Gr
cn~r !, Hn~r !5

Re

Gr
hn~r !. (32)

It can be observed that the termu(1)(r ) represents the dimension-
less velocity distribution for the forced convection regime. In fact,
on account of Eqs.~29!–~32!, in the limit of forced convection,
i.e., for Gr/Re→0,u(r ,q) tends tou(1)(r ). Moreover, let us de-
fine a modified dimensionless velocityu* (r ,q) as

u* ~r ,q!5
Re

Gr
u~r ,q!5

nU~R,q!

4gbDT~R22R1!2. (33)

Then, it can be observed that the termu(2)(r ,q) represents the
modified dimensionless velocity distribution for the natural con-
vection regime. In fact, on account of Eqs.~29!–~33!, in the limit
of purely buoyancy-driven flow, i.e., for Gr/Re→`, u* (r ,q)
tends tou(2)(r ,q).

As is well known, the Fanning friction factorf is defined as

f 5
2tw

%0U0
2, (34)

where the average wall shear stresstw is given by

tw5
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2p~R11R2! S R1E
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2p]U

]RU
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2p ]U

]RU
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dq D .

(35)

By means of Eqs.~7!, ~34! and ~35!, one obtains

f Re5
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p~11g! S gE
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r 5g

dq2E
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2p ]u

]r U
r 51

dq D . (36)

If one integrates both sides of Eq.~5! with respect tor andq on
the whole annular cross section, one is led to the expression

lp~11g!14~12g!S 2gE
0

2p ]u

]r U
r 5g

dq1E
0

2p ]u

]r U
r 51

dq D 50.

(37)

Equations~36! and ~37! yield the relation

f Re5
l

2
. (38)

To summarize, the solution obtained in this section shows that the
buoyancy forces do not affect the dimensionless temperature dis-

tribution. On the other hand, the dimensionless velocity distribu-
tion, the dimensionless pressure drop parameterl, and the Fan-
ning friction factor f depend on Gr/Re.

In the following sections, the general solution obtained above
will be applied to a couple of special cases. In particular, the
examples refer to thermal boundary conditions in which one wall
is isothermal and the other wall is half adiabatic and half sub-
jected to a uniform heat flux distribution.

First Example
With reference to Fig. 2, let us consider the case of an annular

duct with the outer wall isothermal and the inner wall half adia-
batic and half subjected to a uniform inward heat flux distribution.
The thermal boundary conditions can be expressed as

2
]T

]RU
R5R1

5
qw

k
F~q!, (39)

T~R2 ,q!5Tw, (40)

whereqw is a positive arbitrary inward heat flux at the inner wall,
Tw is a positive arbitrary temperature at the outer wall, andF(q)
is a step function defined as

F~q!50 if 0,q,p,

F~q!51 if p,q,2p. (41)

By defining the quantities

DT5
R1qw

k
, tw5

Tw2T0

DT
, (42)

on account of Eqs.~7! and~42!, Eqs.~39! and~40! can be written
in the following dimensionless form:

2
]t

]r U
r 5g

5F~q!, (43)

t~1,q!5tw. (44)

Equations~16!, ~43!, and~44! yield

A052
g~12g212g2 ln g!

2~12g2!
, (45)

An
(1)5

@12~21!n#g11n

n2p~11g2n!
, An

(2)52An
(1), (46)

Fig. 2 First example: section of the annular duct with pre-
scribed thermal boundary conditions

Journal of Heat Transfer JUNE 2005, Vol. 127 Õ 609

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Bn
(1)505Bn

(2), (47)

tw5
A0

2
. (48)

On account of Eqs.~16! and ~45!–~47!, the dimensionless tem-
perature distribution is

t~r ,q!52
g

4 S 112 ln r 1
2g2 ln g

12g2 D
2

2

p (
n51

`
@12r 2(2n21)#g2n sin@~2n21!q#

~2n21!2r 2n21@11g2(2n21)#
. (49)

On the other hand, as a consequence of Eqs.~22!–~25!, ~31!, ~32!,
and~45!–~47!, the buoyancy-induced dimensionless velocity term
u(2) can be easily evaluated.

On account of Eqs.~26!–~28!, ~38!, and~45!, one obtains the
following expression of the Fanning friction factor:

f Re5
16~12g!2 ln g

12g21~11g2!ln g

2
Gr

Re

g@2~12g2!21~124g2 ln g2g4!ln g#

16@~12g2!21~12g4!ln g#
. (50)

It can be observed that, for upward flow, there exists a positive
real number (Gr/Re)FRup such that flow reversal occurs when
Gr/Re.(Gr/Re)FRup. As can be easily verified by plotting the di-
mensionless temperature distributiont(r ,q) for a fixed value ofg,
the fluid is hotter close to the internal wall, forq53p/2, and
cooler close to the external wall, forq5p/2. Therefore, for
Gr/Re5(Gr/Re)FRup, the first derivative ofu(r ,q) evaluated for
r 51 andq5p/2 vanishes, so that

S Gr

ReD
FRup

52
du(1)

dr U
r 51

S ]u(2)

]r U
r 51,q5p/2

D 21

. (51)

Similarly, for downward flow, flow reversal occurs when Gr/Re
,(Gr/Re)FRdw, where

S Gr

ReD
FRdw

52
du(1)

dr U
r 5g

S ]u(2)

]r U
r 5g,q53p/2

D 21

. (52)

Obviously, (Gr/Re)FRdw is a negative real number. By means of
Eqs. ~51! and ~52!, one can evaluate both (Gr/Re)FRup and
(Gr/Re)FRdw, namely,

S Gr

ReD
FRup

5
2~12g212 ln g!

12g21~11g2!ln g
3H g2@12g414g2 ln g#

8p~12g!3~11g!~11g2!
1

g@~32g2!~12g2!212 ln g~112g223g414g4 ln g!#

128~12g!3~11g!@12g21~11g2!ln g#

1
1

8p~12g!2 (
n52

`

~21!n
g2(113n)@~n21!g22n#1g2(n12)@12n~12g2!#

n~n21!~2n21!~g42g8n! J 21

, (53)

S Gr

ReD
FRdw

5
2~12g212g2 ln g!

g@12g21~11g2!ln g#
3H 2

g2~324g21g414 ln g!

8p~12g!3~11g!~11g2!
2

125g217g423g622g2 ln g~322g22g414 ln g!

128~12g!3~g11!@12g21~11g2!ln g#

1
1

8p~12g!2 (
n52

`

~21!n
~n21!g2(114n)2ng61g2(112n)@114n~n21!~12g2!#

n~n21!~2n21!2~g42g8n! J 21

. (54)

Since the series that appear in Eqs.~53! and ~54! have a fast
convergence, the values of (Gr/Re)FRup and (Gr/Re)FRdw can be
determined with six-digit accuracy by means of less than 500
terms. In Table 1, the values of (Gr/Re)FRup and (Gr/Re)FRdw are
reported for some values ofg.

A drawing of the regions of flow reversal in the plane~g, Gr/
Re! is given in Fig. 3. It can be easily proved that, either for
upward flow or downward flow, both in the limiting caseg→0
and in the limiting caseg→1, the threshold values (Gr/Re)FRup
and (Gr/Re)FRdw tend to infinity, i.e., flow reversal never occurs.

Moreover, on account of Eq.~50!, one can conclude that nega-
tive values of the dimensionless pressure drop parameterl and of
f Re can hardly be reached. In fact, one can conclude that in order
to obtain l,0 ~and f Re,0), one should consider values of
Gr/Re greater than 7000, i.e., values exceedingly high, probably
characterized by flow instability.

Fig. 3 Flow reversal regions as a function of g

Table 1 First example: threshold values of the ratio Gr ÕRe for
the onset of flow reversal

g (Gr/Re)FR up (Gr/Re)FR dw

0.1 3129.51 21797.14
0.2 1463.78 2771.415
0.3 970.208 2505.825
0.4 775.387 2410.277
0.5 710.355 2384.613
0.6 732.284 2406.222
0.7 849.159 2481.876
0.8 1142.49 2661.746
0.9 2082.91 21228.95
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In Fig. 4, the dimensionless velocity distributionu(r ,q) is plot-
ted forg50.5 and Gr/Re51500, i.e., for the case of upward flow.
The figure reveals that, for the considered value of Gr/Re, which
is greater than (Gr/Re)FRup, strong deformations with respect to
the isothermal velocity distribution occur. In particular, negative
values ofu are present in the region where the fluid is cooler~flow
reversal!.

Second Example
Let us consider an annular duct with the inner wall isothermal

and the outer wall half adiabatic and half subjected to a uniform
inward heat flux distribution~see Fig. 5!. The thermal boundary
conditions are expressed as

T~R1 ,q!5Tw , (55)

]T

]RU
R5R2

5
qw

k
F~q!. (56)

By defining the quantities

DT5
R2qw

k
, tw5

Tw2T0

DT
, (57)

on account of Eqs.~7! and~57!, Eqs.~55! and~56! can be written
in the following dimensionless form:

t~g,q!5tw, (58)

]t

]r U
r 51

5F~q!. (59)

Equations~16!, ~58!, and~59! yield

A05
12g212g2 ln g

2~12g2!
, (60)

An
(1)5

211~21!n

n2p~11g2n!
, An

(2)52g2nAn
(1), (61)

Bn
(1)5Bn

(2)50, (62)

tw5
12g212 ln g

4~12g2!
. (63)

On account of Eqs.~16! and ~60!–~62!, the dimensionless tem-
perature distribution is

t~r ,q!5
1

4 S 112 ln r 1
2g2 ln g

12g2 D
2

2

p (
n51

`
@r 2(2n21)2g2(2n21)#sin@~2n21!q#

~2n21!2r 2n21@11g2(2n21)#
.

(64)

By employing Eqs.~22!–~25!, ~31!, ~32!, and ~60!–~62!, the
buoyancy-induced dimensionless velocity termu(2) can be easily
obtained.

As a consequence of Eqs.~26!–~28!, ~38!, and~60!, the Fan-
ning friction factor is given by

f Re5
16~12g!2 ln g

12g21~11g2!ln g

1
Gr

Re

2~12g2!21~124g2 ln g2g4!ln g

16@~12g2!21~12g4!ln g#
. (65)

As in the example discussed in the preceding section, for upward
flow, there exists a positive real number (Gr/Re)FRup such that
flow reversal occurs when Gr/Re.(Gr/Re)FRup. On account of
Eq. ~29!, one obtains

S Gr

ReD
FRup

52
du(1)

dr U
r 5g

S ]u(2)

]r U
r 5g,q5p/2

D 21

. (66)

Moreover, for downward flow, there exists a negative real number
(Gr/Re)FRdw such that flow reversal occurs when Gr/Re
,(Gr/Re)FRdw. Indeed, for Gr/Re5(Gr/Re)FRdw, the first deriva-
tive of u(r ,q), evaluated forr 51 and q53p/2, vanishes, so
that

S Gr

ReD
FRdw

52
du(1)

dr U
r 51

S ]u(2)

]r U
r 51,q53p/2

D 21

. (67)

By employing Eqs.~66! and ~67!, the threshold values of Gr/Re
for the onset of flow reversal in the case of upward flow and
downward flow are, respectively, given by

Fig. 5 Second example: section of the annular duct with pre-
scribed thermal boundary conditions

Fig. 4 Three-dimensional plot of the dimensionless velocity
distribution u „r ,q…, for gÄ0.5 and GrÕ ReÄ1500
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S Gr

ReD
FRup

5
2~12g212g2 ln g!

g@12g21~11g2!ln g#
3H 2

12g414g2 ln g

8p~12g!3~11g!~11g2!
1

125g217g423g622g2~322g22g414 ln g!ln g

128g~12g!3~11g!@12g21~11g2!ln g#

2
1

8p~12g!2 (
n52

`

~21!n
g6n@~n21!g22n#1g2(n11)@12n~12g2!#

n~n21!~2n21!~g42g8n! J 21

, (68)

S Gr

ReD
FRdw

5
2~12g212 ln g!

12g21~11g2!ln g
3H 2

124g213g424g4 ln g

8p~12g!3~11g!~11g2!
2

327g215g42g612~112g223g414g4 ln g!ln g

128~12g!3~11g!@12g21~11g2!ln g#

1
1

8p~12g!2 (
n52

`

~21!n
~n21!g42ng8n1g2(112n)@g224n~n21!~12g2!#

n~n21!~2n21!2~g42g8n! J 21

. (69)

The series that appear in Eqs.~68! and ~69! have a fast conver-
gence, so that 500 terms are usually enough to get six-digit accu-
rate results. In Table 2, the values of (Gr/Re)FRup and (Gr/Re)FRdw
are reported for some values ofg.

In Fig. 6, a drawing of the flow reversal states in the~g, Gr/Re!
plane is presented. This figure reveals that flow reversal condi-
tions are gained for values ofuGr/ReuFR that become smaller asg
decreases. In Fig. 7, the states with negative values ofl ~and, as a
consequence, also off Re) are represented in the plane~g, Gr/Re!.
This figure shows that negative values ofl may occur forg
&0.5.

In Fig. 8, the dimensionless velocity distributionu(r ,q) is plot-
ted for g50.5 and Gr/Re5500, i.e., for a case of upward flow.
The figure shows that, for the considered value of Gr/Re, which is
greater than (Gr/Re)FRup, strong deformations of the Poiseuille

dimensionless velocity profile occur. Namely, values ofu higher
than 2 take place in the hotter parts of the duct, while negative
values ofu are present close to the cooler parts of the wall~flow
reversal!.

Fig. 6 Flow reversal regions as a function of g

Fig. 7 Regions of positive and Õor negative values of the di-
mensionless pressure drop parameter l

Fig. 8 Three-dimensional plot of the dimensionless velocity
distribution u „r ,q…, for gÄ0.5 and GrÕ ReÄ500

Table 2 Second example: threshold values of the ratio Gr ÕRe
for the onset of flow reversal

g (Gr/Re)FR up (Gr/Re)FR dw

0.1 152.095 293.6228
0.2 149.998 2100.664
0.3 165.379 2112.748
0.4 196.080 2132.594
0.5 248.029 2164.728
0.6 335.641 2218.069
0.7 491.829 2312.398
0.8 811.581 2504.711
0.9 1772.21 21081.46
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Conclusions
The steady laminar mixed convection of a Newtonian fluid in a

vertical annular duct subjected to nonaxisymmetric thermal
boundary conditions has been studied under the hypotheses of
parallel and fully developed flow. The Boussinesq approximation
has been employed and the effect of viscous dissipation has been
considered as negligible. The momentum and energy balance
equations have been solved analytically by means of a Fourier
series method. Moreover, the dimensionless pressure drop param-
eter and the Fanning friction factor have been determined.

The solution shows that, except for the dimensionless tempera-
ture field, either the dimensionless velocity distribution or the di-
mensionless pressure drop parameter or the Fanning friction factor
are influenced by the buoyancy effect. Moreover, it has been
shown that for any given value of the duct aspect ratio, there
exists a threshold value of the ratio between the Grashof number
and the Reynolds number for the onset of flow reversal. These
threshold values have been evaluated analytically both for upward
flow and for downward flow.

Finally, the general solution has been applied to a couple of
special cases such that one wall is kept isothermal and the other
wall is half adiabatic and half subjected to a uniform inward heat
flux distribution. In particular, the second example refers to an
annular duct with an internal isothermal wall and an external wall
half adiabatic and half heated with a uniform heat flux. In this
case, regimes with negative pressure drops in the streamwise di-
rection may occur for downward flow provided that the aspect
ratio g is sufficiently small.

Nomenclature

A0 , An
(1) , An

(2) 5 integration constants
a0(r ), an(r ), bn(r ) 5 functions that appear in the temperature

Fourier expansion
Bn

(1) , Bn
(2) 5 integration constants

Cn(r ), Hn(r ) 5 functions defined in Eq.~32!
c0(r ), cn(r ), hn(r ) 5 functions that appear in the velocity

Fourier expansion
F(q) 5 step function defined in Eq.~41!

f 5 Fanning friction factor
g 5 gravitational acceleration, m/s2

g 5 magnitude of gravitational acceleration,
m/s2

Gr 5 Grashof number
k 5 thermal conductivity, W/~mK!

m, n 5 positive integers
P 5 difference between the pressure and the

hydrostatic pressure, Pa
p 5 pressure, Pa

qw 5 arbitrary inward wall heat flux, W/m2

R 5 radial coordinate, m
r 5 dimensionless radial coordinate

Re 5 Reynolds number
T 5 temperature, K
t 5 dimensionless temperature

T0 5 average temperature in a duct section, K
Tw 5 arbitrary wall temperature, K
tw 5 arbitrary dimensionless wall temperature
U 5 X component of the fluid velocity, m/s
u 5 dimensionless velocity

u(1) 5 forced convection dimensionless velocity
u(2) 5 buoyancy-induced dimensionless

velocity
u* 5 modified dimensionless velocity

U 5 fluid velocity, m/s
U0 5 average velocity in a duct section, m/s
X 5 unit vector parallel to theX-axis
X 5 axial coordinate, m

Greek Symbols

b 5 volumetric coefficient of thermal expansion, K21

g 5 aspect ratio of the duct
DT 5 reference temperature difference, K

q 5 angular coordinate, rad
l 5 dimensionless pressure drop

l (1) 5 forced convection dimensionless pressure drop
l (2) 5 buoyancy-induced dimensionless pressure drop

m 5 dynamic viscosity, Pa s
n 5 kinematic viscosity, m2/s
% 5 mass density, kg/m3

%0 5 mass density forT5T0 , kg/m3

tw 5 average wall shear stress, Pa

Subscripts

1 5 internal wall
2 5 external wall

dw 5 downward flow
up 5 upward flow
FR 5 onset of flow reversal
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Particle Image Velocimetry Based
Measurement of Entropy
Production With Free Convection
Heat Transfer
Local entropy production rates are determined from a numerical and experimental study
of natural convection in an enclosure. Numerical predictions are obtained from a control-
volume-based finite element formulation of the conservation equations and the Second
Law. The experimental procedure combines methods of particle image velocimetry and
planar laser induced fluorescence for measured velocity and temperature fields in the
enclosure. An entropy based conversion algorithm in the measurement procedure is de-
veloped and compared with numerical predictions of free convection in the cavity. The
predicted and measured results show close agreement. A measurement uncertainty analy-
sis suggests that the algorithm postprocesses velocities (accurate within60.5%! to give
entropy production data, which is accurate within68.77% near the wall. Results are
reported for free convection of air and water in a square cavity at various Rayleigh
numbers. The results provide measured data for tracking spatial variations of friction
irreversibility and local exergy losses.@DOI: 10.1115/1.1863272#

1 Introduction
Free convection heat transfer in enclosures occurs in various

engineering systems. For example, cooling of microelectronic as-
semblies involves natural convection. Heating/ventilation in
buildings, heat transfer between panes of glass in double-pane
windows, solar collectors, and gas-filled cavities surrounding a
nuclear reactor core are other examples. This paper considers the
practical significance of entropy production during free convec-
tion heat transfer.

Although the physical processes of free convection have been
widely documented in the literature, fewer studies have consid-
ered the related importance of thermal irreversibilities in such
applications. A specified rate of heat transfer can be achieved, but
with varying levels of fluid irreversibilities, depending on the sur-
face area and temperature difference across which heat transfer
occurs. For example, convective cooling of a microelectronic as-
sembly entails free convection from the heat sink, but pressure
losses with forced convection occur with air flow past internal
components. In this instance, each unit of entropy produced~or
exergy destroyed! leads to a corresponding unit of heat flow
which is desired to be removed, but cannot be removed due to
entropy production. This entropy production leads to pressure
losses and kinetic energy dissipated to internal energy, which
works against the desired objective of component cooling.

Previous studies have shown that numerical solutions involving
free convection in an enclosure can be successfully obtained by
finite differences, finite volumes or finite elements@1–4#. The
buoyancy term depends on the local temperature, thereby requir-
ing coupled solutions with the energy equation. Benchmark solu-
tions provide useful data regarding validation of predictive models
for variations of flow patterns and heat transfer@1#.

In contrast to conservation equations, the Second Law of Ther-
modynamics involves an inequality. It offers a useful way of char-
acterizing energy conversion through entropy production of fluid
irreversibilities. It has been shown that the Second Law can serve
to optimize the design of thermal, fluid, and energy systems

@5–9#. An analytical approach involves derivation of a functional
expression for the entropy generation in a thermofluid process.
The extrema of this functional expression, which guarantees a
minimum entropy production, is then determined by methods of
differential calculus.

However, analytical methods are often limited to simplified ge-
ometries. Related advances in computational methods over the
past few decades have calculated the entropy production, after
postprocessing of the predicted flow fields. Moore and Moore
@10,11#developed a numerical model of mean entropy production
in turbulent flow. Based on this model, Drost and White@12#
predicted the local rate of entropy production associated with a
fluid jet impinging on a heated wall. Kramer-Bevan@13# presented
a derivation of the time-averaged entropy production equation,
with a closure based on the small thermal turbulence model.

Other numerical procedures have predicted entropy generation
for mixed convection in a vertical channel with transverse fin
arrays @14#, laminar and turbulent flow through a smooth duct
@15–18#, radial flow in concentric cylindrical annuli with relative
rotation @19# and diffuser geometries@9#. Entropy based models
have also been applied to optimization in applications involving
natural convection in an inclined enclosure@20,21#, irreversibili-
ties at the onset of natural convection in a rectangular cavity@22#,
and laminar natural convection over a heated rotating cylinder
@23#. In contrast to these past studies, this paper develops a pro-
cedure for measuring such local production rates, thereby provid-
ing a useful tool for validating past numerical predictions.

Although particle image velocimetry~PIV! and planar laser in-
duced fluorescence~PLIF! techniques are conventional experi-
mental techniques, their application to entropy production analysis
has not been developed previously~to our knowledge!. Unlike
velocity or temperature, the measurement of entropy production
cannot be performed directly, so algorithms for experimental post-
processing of measured quantities are needed. Past experimental
PIV/PLIF studies have been reported for whole-field measure-
ments of velocity and temperature of water in free convection
@24,25#. Adeyinka and Naterer@9,26#show that postprocessing of
the spatial velocity gradients characterizes the flow irreversibili-
ties, while establishing entropy production as a derived experi-
mental quantity.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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In this paper, an experimental technique is developed for deriv-
ing entropy production data, particularly involving free convec-
tion heat transfer. Attention is focused on entropy production due
to fluid friction. The experimental study involves natural convec-
tion of water in a square cavity. This paper represents a study of
whole-field, nonintrusive measurements for postprocessing of spa-
tial entropy production rates~to our knowledge!. The measured
data are compared to numerical simulations for verification pur-
poses. The numerical solutions also provide certain quantitative
information regarding detailed analysis of the measured entropy
production field.

Optimization of thermofluid systems has been performed previ-
ously with various techniques, i.e.,~i! estimation of the theoretical
ideal operating conditions of a proposed design~called EA: ex-
ergy analysis!,~ii! minimization of the lost available work or en-
tropy generation by design modifications~EGM: entropy genera-
tion minimization!. In this paper, the developed experimental
technique of entropy production measurement would be useful in
both EA and EGM methods. In addition to measured data for
validation of past predictive models, the entropy production data
could be used to determine local variations of exergy destruction
and energy availability losses. In this way, the diagnostic tool
would allow designers to target problem areas of thermofluid sys-
tems, characterized by high entropy production.

2 Numerical Formulation
Consider free convection within a square enclosure, as depicted

in Fig. 1. It is assumed that the cavity is sufficiently wide in the
direction perpendicular to the plane of Fig. 1, so the buoyancy-
induced fluid motion is considered to be two dimensional. The
conservation equations for steady, incompressible, laminar two-
dimensional flow of a Newtonian fluid can be expressed in tensor
notation as follows@27#:

]

]xj
~ruj !50 (1)

]

]xj
~rujui !52

]p

]xi
1

]

]xj
S m

]ui

]xj
D1~r2r0!gi (2)

]

]xj
~rujT!5

]

]xj
S k

cp

]T

]xj
D (3)

wherer is the density andui and xi are the Cartesian velocity
components and coordinate directions, respectively. Also,gi is the
component of the gravity acceleration vector in thexi direction.
The last term in Eq.~2! represents the buoyancy force, according
to the Boussinesq approximation. Variations of temperature affect
the change of density in the Boussinesq approximation of Eq.~2!,
as the buoyancy term becomes the thermal expansion coefficient
multiplied by gi and the local temperature difference. Thermo-

physical properties are considered as isotropic and independent of
temperature, except density in the buoyancy term. Changes of
thermal conductivity and specific heat with temperature over the
relatively small temperature differences in this paper are consid-
ered to have negligible impact on the predicted results.

The temperatures of the hot and cold vertical walls areTh and
Tc , respectively. The top and bottom walls are insulated. The
solution of the discrete equations for velocity, pressure, tempera-
ture and entropy is obtained with a control-volume finite element
method ~CVFEM! and a physical influence scheme~PINS! of
convective upwinding@27#. PINS obtains the integration point
value of the scalar by a local approximation of the governing
equations at the integration point. The upwinding procedure ac-
counts for transient, pressure, and source terms, when calculating
the convected variable at the integration point.

A schematic of the finite element and control volume discreti-
zation is illustrated in Fig. 2. The domain is subdivided into linear,
quadrilateral finite elements. The grid is arranged in a collocated
manner, so that velocity components, pressure, temperature, and
entropy are obtained at nodes located at every element corner. The
finite element model uses a local (s,t) coordinate system, when
calculating shape functions and other element properties~see Fig.
2!. A local numbering scheme~ranging from 1 to 4!is adopted
within each element, so the finite element equations can be devel-
oped locally and independently of the mesh configuration.

Following a conventional assembly procedure for the finite el-
ements, the local node equations are assembled into the global
system of equations involving global nodes. This assembly proce-
dure yields a banded matrix of coefficients. A direct banded solver
is used to solve this algebraic set of equations. An entropy balance
is applied over the ‘‘effective’’ control volume, as defined by all
subvolumes from elements surrounding a particular node in the
mesh. Each element is subdivided into four sub-control volumes,
with internal subcontrol-volume boundaries coincident with the
local coordinate surfaces defined bys50 and t50 ~see Fig. 2!.
Further details of the numerical formulation for the conservation
and entropy transport equations are outlined in Refs.@27–29#.

The entropy balance for an open system may be written as

Ṗs5
]S

]t
1

]F j

]xj
>0 (4)

where the entropy per unit volume and entropy flux are given by

S5rs (5)

and

F j5rujs1
qj

T
(6)

Using the continuity equation, Eq.~4! can be rewritten as

Fig. 1 Problem schematic
Fig. 2 Definitions of finite element and control volume
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r
Ds

Dt
52

]

]xj
S qj

T D1 Ṗs (7)

where D/Dt is the total ~substantial!derivative andṖs is the
entropy production rate. The specific entropy,s, can be expressed
in terms of temperature using the Gibbs equation. Equation~7!
represents the entropy transport equation. In this form, the rate of
entropy accumulation in the control volume is balanced by the net
convection of entropy, entropy transport associated with heat flow
and a non-negative entropy production. When combined with the
Gibbs equation, the entropy transport equation provides a way of
calculating the local entropy generation.

Alternatively, the entropy production can be computed by@5#:

Ṗs5
k

T2 S ]T

]xj

]T

]xj
D1

mF

T
>0 (8)

whereF is the viscous dissipation arising from velocity gradients
in the fluid motion. In Eq.~8!, Fourier’s Law has been used for the
thermal term, whileF can be expanded in terms of spatial veloc-
ity gradients.

Based on these models, Eq.~8! becomes a positive definite
expression for the entropy generation rate, since it can be ex-
pressed as a sum of squared terms. It must balance the expression
determined from the transient entropy derivative and entropy flux
in Eq. ~4!. In the following section, local entropy production rates
will be measured based on the positive definite formulation of Eq.
~8!. These measurements will be obtained with combined PIV and
PLIF.

3 Experimental Design and Measurement Procedure
Flow irreversibilities can be measured indirectly from spatial

gradients of velocity in the positive-definite equation of entropy
production, Eq.~8!. Experimental techniques involving PIV and
PLIF methods offer certain advantages over standard methods of
anemometry for entropy related experimental analysis@30#. They
provide a whole-field method, while allowing nonintrusive and
time-varying measurements of the instantaneous velocity and tem-
perature fields. This section addresses a need to gain physical data
regarding the detailed structure of available energy losses
throughout a flow field. Since the PIV and PLIF techniques pro-
vide whole-field data regarding the velocity and temperature
fields, these methods can address the objective by measuring local
variations of the entropy production rates.

In planar laser induced fluorescence, molecules and atoms emit
light in a de-excitation process induced by absorption of a photon
of higher energy. The local fluorescence intensity,I , varies with
intensity of excitation light,I e , concentration of the fluorescent
dye, C, quantum efficiency as a function of temperature,f, and
the molar absorptivity,«, i.e.:

I 5 f I e«Cf~T! (9)

where f is a factor corresponding to the optical setup. For a
known concentration and excitation energy, the quantum energy
decreases with higher temperatures. This dependence is the basis
for PLIF temperature measurements. The temperature is deter-
mined from Eq.~9! as follows:

T2Tref5
DI

f I e«CDf
(10)

The experimental setup involved planar laser induced fluores-
cence for measurering temperatures within the test cell, as well as
particle image velocimetry for velocity measurements~see Figs. 3
and 4!. The test cell was assembled with front, back, top, and
bottom plexiglass walls and heat exchangers controlling the side-
wall temperatures.

The optical configuration for the PIV/PLIF setup consists of a
light source@New Wave gemini Nd: yttritium-aluminum-garnet
~YAG! pulsed laser#, light sheet optics, fluorescent dye for PLIF

~Rhodamine B!, tracer particles for PIV~5 mm polyamide par-
ticles!, and charge coupled device~CCD! cameras ~Dantec
HiSense cameras, 128031024 pixels, 24 bit!. The camera and
image capturing systems detect particle images and fluorescent
images successively at two different instants. The wavelength of
the fluorescence emitted from the PLIF dye is longer than the
wavelength of the reflected laser light. An optical filter is attached
to the front of the camera for the florescence image to cut off
reflected light from the PIV particles. The camera operated at 30
Hz, while permitting measurements of about 20 frames per sec-
ond. The temperatures were recorded after steady-state conditions
were reached in both velocity and temperature fields. Temporal
uncertainties were considered to have unnoticeable effects on the
measurements.

The Rayleigh number was controlled by adjusting fluid tem-
peratures into the aluminum heat exchanger sidewalls. The test
cell cross section (39339 mm) was designed for laminar free
convection. The test cell depth is 59 mm. Heat losses from front
and back sides of the cavity may lead to velocity variations in the
x3 direction. However, the depth was designed to minimize these
three-dimensional variations of thermal and flow fields along the
plane of symmetry@31#. Two holes on the top walls were needed
to fill and drain the liquid during experiments. Water at a known
temperature was circulated between each aluminum heat ex-
changer from two NESLAB temperature baths~RTE140 bath/
circulator!. The temperature difference between the inlet and out-
let of the aluminum cross-flow exchanger was approximately
0.9°C. In the flow loop, the cooling water was circulated by a
pump between the water and heat exchangers. The temperature of
the outer surface of the aluminum heat exchanger was approxi-
mately equal to the temperature of the circulating water.

Fig. 3 Test Cell „BÄHÄ39 mm; DÄ59 mm …

Fig. 4 Experimental setup
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Calibration experiments for the PLIF method were performed
in the cavity. Distilled water was circulated and seeded with a
solution of Rhodamine B at a known concentration and tempera-
ture. The cavity was illuminated from above at the vertical plane
of symmetry by a Nd:YAG pulsed laser. A Dantec Hisense CCD
camera captured the sequence of image maps. The first step in the
calibration procedure is to find the optimal concentration resulting
in the maximum temperature resolution with low absorption phe-
nomena. The variations of gray values at various concentration
levels are shown in Fig. 5~note: spatial gradient of gray value
with temperature represents the PLIF resolution!. The correspond-
ing absorption,A is calculated from

A5e2 lhRhodC (11)

wherehRhod is the extinction coefficient of Rhodamine B in water
and l is the optical path length. In Fig. 5, The temperature reso-
lution is maximum for a concentration of 15mg/L. The final cali-
bration used approximately 89% of the concentration at which the
slope of the temperature vs. intensity resolution graph is maxi-
mum, i.e., C050.893Cmax513.5mg/L.

The calibration maps the response at every pixel of the camera
to varying temperature, laser energy levels and concentration.
Equation~10! is then used to determine the response of the cam-
era to temperature and laser energy. Values of temperature at dis-
crete locations in the measurement domain are obtained using the
calibration map. The PLIF software~Dantec Dynamics! used in
this study includes several methods for advanced analysis of the
PLIF results. Statistical averages are available to establish whole-
field statistics on the LIF data acquired. Optimization methods are
used to enhance the signal to noise ratio and precision, thereby
giving an absolute temperature accuracy of60.6°C.

A single CCD camera was used to capture both PLIF and PIV
images. The optical filters for each measurement were switched to
permit sequential measurements. The PIV images were postpro-
cessed by a fast Fourier-transform based cross-correlation scheme
~FlowManager, Dantec Dynamics!. The 128031024 pixel PIV
image plane of the camera was divided into 32332 pixel subre-
gions with 50% overlap, in order to give a spatial resolution of 0.7
mm based on the whole cavity. The PIV processor was operated in
a single frame mode with 100 ms delay time between successive
frames to yield optimal raw velocity data. The PLIF images were
resampled by a calibration map with a spatial resolution corre-
sponding to the velocity map.

The measured velocity vectors are displayed by the PIV soft-
ware over a discrete grid. Then, the local rates of entropy produc-

tion are determined by spatial differencing of Eq.~8! over the
discrete grid. Letu( i , j ) and v( i , j ) denote the velocity vector
components at grid position (i , j ). Equation~8! yields the follow-
ing representation of the entropy production rate for two-
dimensional flows:

Ṗs5
k

T~ i , j !2 FT~ i 11,j !2T~ i 21,j !

Dx G2

1
k

T~ i , j !2 FT~ i , j 11!2T~ i , j 21!

Dy G2

1
m

T~ i , j ! Fu~ i , j 11!2u~ i , j 21!

Dy
1

v~ i 11,j !2v~ i 21,j !

Dx G2

12
m

T~ i , j ! H Fu~ i 11,j !2u~ i 21,j !

Dx G2

1Fv~ i , j 11!2v~ i , j 21!

Dy G2J (12)

In Eq. ~12!, Dx andDy refer to the PIV grid spacing in thex and
y directions, respectively. In this paper, thermophysical properties
are assumed to be uniform.

4 Results and Discussion
Accuracy of the numerical formulation of predicting entropy

production in this study has been tested previously with problems
involving both heat transfer and fluid flow@9,26,28#. In this sec-
tion, the algorithm is applied to a natural convection problem and
compared with benchmark data@1# and measured data. Water was
used as the working fluid in the experiments, while air was used in
the numerical simulations for benchmarking purposes. The
CVFEM formulation is validated for the velocity and temperature
data of de Vahl Davies and the entropy production results obtained
for the natural convection of air are compared with previous stud-
ies. Figure 6 shows predicted velocity and isotherm patterns for
Rayleigh numbers of 103, 104, 105, and 106. The velocity vectors
are shown on a 40340 grid for easy visualization. The flow struc-
ture shows close agreement with contour maps obtained in previ-
ous studies@1#.

At low Rayleigh numbers in Fig. 6, the flow is nearly sym-
metrical about the center point. As the Rayleigh number increases,
the recirculation becomes more elliptical and eventually separates
into two zones at Ra5105. The boundary layer becomes thinner,
with the recirculation zones moving closer to the wall at Ra
5106. The temperature profile is nearly linear at the lowest Ray-
leigh number (103). As the Rayleigh number increases, convec-
tion becomes increasingly significant and the profiles show a pro-
gressive departure from linearity. The contours flatten as Ra
increases, with the highest temperature gradients closer to the
wall. This characteristic arises due to increasing vertical
buoyancy-induced motion of the fluid.

Predictions of the average Nusselt number, maximum horizon-
tal velocity on the vertical midplane,Umax, and the maximum
vertical velocity in the horizontal midplane of the cavity,Vmax,
and their locations are given in Table 1 for Rayleigh numbers of
103, 104, 105, and 106 with the 80380 grid. Thex and y coor-
dinates are normalized with respect to the cavity width,L. Also,
the velocities are normalized by a diffusion velocity, i.e.,k/(cpL).

As illustrated in Fig. 7, convergence towards the same grid
independent value with the present numerical formulation and the
finite difference formulation of de Vahl Davies@1# can be ob-
served when the mesh is refined. The grid size has been normal-
ized by the width of the cavity. The Nusselt number represents the
ratio of the heat flux across the cavity to the heat flux that would
result from pure conduction. Since the formulation is conserva-
tive, the heat flux across the cavity was determined as the average
heat flux at the hot and cold walls of the cavity. The calculation of

Fig. 5 Gray values in PLIF measurements
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Nu is performed by finding temperature gradients at the subcon-
trol volume level for all boundary elements. In order to ascertain
the accuracy of the numerical formulation, velocity components
and temperatures are monitored at a reference location (x50.2,y
50.4) and recorded for different grid sizes at Rayleigh Numbers
of 103, 104, and 105. The velocities and temperatures converge
towards the grid independent values as the mesh is refined. A
Richardson extrapolation for second order schemes was used, i.e.:

f5f i1
1

3
~f i2f i 21! (13)

Based on this extrapolation, the grid independent value and the
percentage error associated with each grid size were determined.
When these errors are plotted against the grid spacing on a loga-
rithmic scale in Fig. 8, all curves indicate a slope of 2, thereby
suggesting second order accuracy of the numerical formulation.

Fig. 6 Predicted temperatures and velocities at varying Rayleigh numbers

Table 1 Comparisons with benchmark solution of de Vahl Davis †1‡
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The flow field behavior as Ra increases shows close agreement
with the benchmark solution of de Vahl Davis@1#. The results
presented for comparison purposes in the remaining figures were
obtained with the finest grid.

In Fig. 6 at higher Rayleigh numbers, the temperature field is
skewed about the center of the cavity with hot fluid drifting closer
to the cold wall. The temperature field is flattened with the hottest
fluid at the top left region of the cavity. This temperature distri-
bution suggests an increasing magnitude of buoyancy effects
along the vertical cold surface of the enclosure. Stronger convec-
tion closer to this wall leads to higher velocities. This observation
is consistent with results obtained previously by Hamady and
Lloyd @32#. Comparisons show similar temperature stratification
in both numerical and experimental data.

The predicted entropy generation due to friction irreversibilities
at Rayleigh numbers of 103 and 106 ~laminar regime; Pr50.71) is
shown in Figs. 9~a!–9~b!, respectively. The predicted results show
close agreement with previous studies of Baytas@21#. At the low
Rayleigh number (Ra5103), the entire flow field contributes to
entropy production. But at Ra5106, these irreversibilities occur
predominantly near the sidewalls. Also, the maximum values oc-
cur near the center points along the sidewalls. At these locations,
the near-wall velocities and their spatial gradients are highest,
while adverse pressure gradients contribute to flow deceleration
when the fluid approaches the corners of the cavity.

At the low Rayleigh number (103), comparable entropy pro-
duction rates are observed along both horizontal and vertical
walls, since comparable fluid accelerations are observed at those
locations. But higher buoyancy along the side walls leads to
greater differences of fluid acceleration and entropy production at
the higher Rayleigh number (106). Entropy production depends
on both temperature difference~between wall and fluid! and heat
transfer rate. Thus, higher entropy production is often undesirable
in free convection problems, since a higher temperature difference

~i.e., additional input power to maintain this difference! is needed
to maintain a fixed rate of heat transfer between the fluid and wall.

In the remaining figures, a second case of free convection is
considered with a working fluid of water (Pr58.06). The hot and
cold walls are maintained at 20 and 10°C, respectively, thereby
yielding a Rayleigh number of 5.353106. Measurement uncer-
tainties of both velocity and entropy production data are outlined
in the appendix.

The spatial resolution of measurements was approximately 0.1
mm, but measured velocities could be obtained within a distance

Fig. 7 Predicted average Nusselt numbers at varying grid
sizes and Rayleigh numbers

Fig. 8 Predicted temperatures and velocities at varying Ray-
leigh numbers
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of 0.2 mm from the wall. The total measurement uncertainty of
measured velocities was about60.5% ~see Appendix!. Table 1
indicates similar accuracy in the numerical analysis, as the mea-
sured velocities and Nusselt numbers generally agree within
61% of the benchmark solution at varying Rayleigh numbers. In
this regard, velocity errors appear to have similar effects on the
reported experimental and predicted rates of entropy production.

Surface plots of U-velocity values across the entire cavity are
shown in Fig. 10. These results also show close agreement be-
tween predicted and measured results. The maximum horizontal
velocity occurs near the top corner of the cold wall. Unlike fluid

flow of air at Pr50.71, where the maximum U-velocity is closer
to the hot wall in the top corner of the cavity, the predicted and
measured results in Fig. 10 (Pr58.06; water!exhibit a maximum
magnitude closer to the top corner of the cold wall. Buoyancy
induced acceleration of fluid up the hot wall leads to an adverse
pressure gradient and velocity change, when the fluid is redirected
horizontally near that corner. This momentum exchange involves
a balance between fluid inertia and forces imparted by pressure,
friction, and fluid buoyancy. The frictional resistance of the fluid
along the wall increases, when the momentum diffusion rate ex-
ceeds the energy diffusion rate (Pr.1). This affects the overall

Fig. 9 Predicted entropy production at Rayleigh numbers of „a… 103 and „b… 106

Fig. 10 „a… Predicted and „b… measured U-velocities „RaÄ5.35Ã106, PrÄ8.06…
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momentum balance on the fluid, thereby altering pressure gradi-
ents near the top corners of the cavity and changing the trends of
maximum fluid velocity for air (Pr,1) and water (Pr.1). Also,
the distance of this maximum velocity point from the wall
changes at different Prandtl numbers. Past similarity solutions of
free convection along a vertical wall have confirmed that the point
of maximum velocity moves closer to the wall at higher Prandtl
numbers~see Ref.@27#!.

Postprocessing of the measured velocity results yields the spa-
tial variation of entropy production throughout the cavity. Figure
11 shows the predicted and measured entropy production along

the horizontal midplane. The peak values occur at the vertical
walls, corresponding to the locations of largest spatial gradients of
velocity. The measured data properly indicate that entropy produc-
tion decreases to nearly zero at a point near the wall where the
velocity reaches a peak value. This occurs due to the zero gradient
of streamwise velocity, but a slight variation of cross-stream ve-
locity at that location yields some entropy production.

Then, entropy production increases to a local maximum and
decreases back to approximately zero at further distances from the
wall. The local peak value occurs past the local velocity peak,
where the decreasing velocity produces a relatively high entropy
production rate. In Fig. 10, the entropy production is a minimum
in the center of the cavity, where the stagnation point of the recir-
culation cell is observed. Experimental and predicted entropy pro-
duction rates agree closely except close to the wall, due to certain
limitations of PIV technology, i.e., camera resolution, particle
seeding, and light reflection issues. These limitations and other
uncertainties, including both bias and precision errors, lead to
about60.5% accuracy of measured velocities and68.77% ac-
curacy of resulting entropy production data near the wall~see
Appendix!.

Figures 12–14 show near-wall measurements of V-velocity and
entropy production in the midregion of the cavity at the cold wall.
In Fig. 12, the maximum velocity occurs close to the wall and
approaches zero near the midpoint of the cavity, due to the stag-
nation point of the recirculation cell. The measured maximum U
and V components of velocity are 0.611 mm/s and 1.69 mm/s,
respectively. The predicted maximum U and V components of
velocity are 0.632 mm/s and 1.89 mm/s, respectively. Although
efforts were taken to minimize heat losses from the top, bottom,
front, and backwalls, any losses may have affected thermal buoy-
ancy, thereby yielding lower measured velocities, as compared
with the numerical predictions.

Close agreement between predicted and measured velocities
near the wall are important, since near-wall spatial gradients of
velocity are needed for the entropy production calculations. Al-
though PIV technology is limited by camera resolution and par-
ticle tracing of small-scale structures near the wall, the experi-
ments successfully measured velocity and derived entropy
production at very close proximity to the wall~see Figs. 12~a!and
12~b!!. In particular, a resolution of 0.2 mm was achieved in the
wall region between 0.65<x* <1 and 0.35<y* <0.7. Such near-
wall accuracy becomes particularly significant for turbulent flows.

Fig. 12 Near-wall measurements on horizontal mid-plane „Ra
Ä5.35Ã106, PrÄ8.06…: „a… V-velocity „b… entropy production

Fig. 13 Near-wall measured V-velocity „RaÄ5.35Ã106, Pr
Ä8.06…

Fig. 11 Entropy production on horizontal mid-plane „Ra
Ä5.35Ã106, PrÄ8.06…
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Since measured velocities with PIV are estimated over finite
grids, the statistical analysis of turbulence data is influenced by a
low-pass filter@33#. For this reason, conventional dissipation rate
approximations would be limited in conventional PIV data analy-
sis. Sheng et al.@34# viewed the resolution of finite scales by the
PIV method, similarly to the large eddy simulation approach. The
authors have devised a large eddy PIV method to use full-field
velocity data and estimate the dissipation rate. The large eddy PIV
method does not preclude the possibility of obtaining high reso-
lution velocity measurements, where the detailed turbulent struc-
tures are captured@35#. However, it provides a useful estimate of
the turbulent dissipation rate, in regions where the dynamic range
of velocity measurements captured by PIV, is limited by the spa-
tial resolution.

Figures 13 and 14 illustrate the quality of the experimental data
in a representative subregion of the cavity. Such data can have
valuable utility and add knowledge in engineering technologies
involving free convection. For example, the placement of compo-
nents in a microelectronic assembly could be modified, based on
knowledge regarding high entropy production regions, in order to
maximize thermal effectiveness of convective cooling. Another
example is free convection between double-pane windows,
whereby entropy production data can add insight regarding con-
vective cell breakdown. Other applications include free convec-
tion in solar collectors and thermal processing of materials.

The measurement procedure is considered to be a useful diag-
nostic tool for identifying local flow losses, so that energy con-
version devices can be redesigned locally around regions of high-
est entropy production. It is viewed that the current developments
provide a useful basis, from which future advances can extend the
method to more complex flows, such as turbomachinery, heat ex-
changers, or microelectronics cooling problems. Naterer and
Camberos@36# have given a comprehensive historical review re-
garding how predictions of entropy production and exergy losses
have exhibited considerable practical utility in such applications.
In these technologies, local values of both friction and thermal
components of entropy production can be mapped to detect key
areas that require a design modification.

5 Conclusions
An experimental technique for measuring entropy production of

laminar free convection has been presented. Measured velocities

and temperatures are obtained with PIV and PLIF, respectively.
Postprocessing of these results entails spatial gradients of velocity,
which contribute to friction irreversibilities and entropy produc-
tion. An experimental apparatus is constructed with free convec-
tion of water between differentially heated walls of a square cav-
ity. A pulsed laser light sheet illuminates a cross-sectional plane of
the cavity, so that two-dimensional profiles of velocity and tem-
perature can be obtained. The peak value of entropy production
occurs at the wall. A local maximum is measured close to the wall,
due to a local velocity peak and zero spatial gradient of stream-
wise velocity component. The measurement procedure and data
have been successful in characterizing whole-field entropy pro-
duction rates. Such measurements provide a useful tool for evalu-
ating local exergy losses, thereby contributing to local redesign of
system components for higher overall energy efficiency.
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Nomenclature

cp 5 specific heat~J/kg K!
g 5 gravitational acceleration (m/s2)
k 5 thermal conductivity~W/mK!
p 5 pressure~Pa!

Ra 5 Rayleigh Number5gbDTL3/na
Pr 5 Prandtl Number5n/a
Ṗs 5 entropy production rate (W/m3 K)
s 5 specific entropy~J/kg K!
t 5 time ~s!
T 5 temperature~K!
q 5 heat flux (W/m2)
ui 5 components of velocity~m/s!

x,y 5 cartesian coordinates~m!
x* ,y* 5 normalized position
U, V 5 velocity components~m/s!

h 5 Heat transfer coefficient (W/m2 K)
B 5 width of cavity ~m!
H 5 height of cavity~m!
D 5 depth of cavity~m!

Nu 5 Mean Nusselt number5hD/k

Greek

a 5 thermal diffusivity5k/rcp (m2/s)
b 5 coefficient of expansion
F 5 viscous dissipation function
r 5 density (kg/m3)
m 5 dynamic viscosity~kg/ms!
n 5 kinematic viscosity (m2/s)

Appendix—Measurement Uncertainties
Experimental uncertainties include errors arising in the PIV

software, thermal bath, and others. Although all efforts were taken
to minimize heat losses from the top/bottom walls, perfectly insu-
lated boundaries are difficult to achieve in practice. Even small
heat gains across these walls can have effects on the internal tem-
peratures. In this appendix, measurement uncertainties are sum-
marized based on the AIAA standard@37#. The total error consists
of a bias component,B, plus a precision component,P. In the
former case, the bias error of the measured velocity,U, is related
to the elementary bias errors and sensitivity coefficients, i.e.:

BU
2 5hDs

2 BDs
2 1hDt

2 BDt
2 1hLo

2 BLo

2 1hLI

2 BLI

2 (A-1)

Fig. 14 Near-wall measured entropy production „RaÄ5.35
Ã106, PrÄ8.06…
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where the sensitivity coefficients are defined ashx5]U/]x.
Also, Dt is the time interval between laser pulses,Ds is the par-
ticle displacement from the correlation algorithm,Lo is the width
of the camera view in the object plane, andLI is the width of the
digital image. Assembling contributions for each source of bias
error, a velocity bias error of 0.45% is obtained.

For the second component of error, the precision error mea-
sured fromN samples is given by

P5
ts

N
(A-2)

In this equation,t is the confidence coefficient~equaling 2 for a
95% confidence interval! and s is the standard deviation of the
sample ofN images. The standard deviation is given by

s5A 1

N21 (
k51

N

~Xk2X̄!2 (A-3)

where the average quantity is defined by

X̄5
1

N (
k51

N

Xk (A-4)

Calculated values of the standard deviation at the points of maxi-
mum velocity and near the wall are 0.5% and 1.2%, thereby yield-
ing precision limits of 0.005% and 0.012%, respectively. As a
result, the total uncertainties of measured velocity at these points
are 0.45% and 0.5%, respectively.

Then, the data reduction equation for entropy production is
written as

Ps5
m

T H S Duy

Dy D 2

1S Dvx

Dx D 2

1S Dux

Dx D 2

1S Dvx

Dy D 2J (A-5)

Using a similar procedure as applied previously for the bias and
precision errors of measured velocity, the total error of measured
entropy production becomes

«Ps

2 5hT
2«T

21hDU
2 «DU

2 1hDy
2 «Dy

2 (A-6)

This equation gives a total uncertainty of measured entropy pro-
duction to be 8.77% atX50.985L andY50.46L with a velocity
resolution of 0.2 mm. This error estimate represents a maximum
error bound within the 95% confidence interval.
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Three-Dimensional
Characterization of a Pure
Thermal Plume
Pure thermal plumes have been investigated by two-dimensional (2D) and three-
dimensional (3D) particle imaging velocimetry (PIV) techniques. While classical plume
features have been checked out, time-dependent analysis allows one to clearly detect
contraction and expulsion phases which are mainly driven by turbulent structure behav-
ior. Balance of momentum equation demonstrates the link between stronger structures and
expulsion-contraction motion mainly dominated by plume engulfment during contraction
phases. A ratio of 3 between entrained mass flow rate during contraction and expulsion
phases has been estimated. A new method, never previously applied to pure thermal
plume, allows one to accurately characterize entrainment mechanism and for the first
time, the latter renders it possible to estimate the entrainment coefficient all along the
plume height, even close to the heating source. Moreover, entrainment coefficient is found
to be 20% higher with direct method as opposed to the classical differential one widely
used in the literature. Such a huge gap is found to be due to the fluctuating density and
velocity part. Even through it markedly contributes to an enhanced entrainment mecha-
nism, the role of fluctuation was generally overlooked in the previous works devoted to
entrainment coefficient estimate.@DOI: 10.1115/1.1863275#

Introduction
Given the importance in the engineering field of natural flows

in general and thermal plumes in particular, pure thermal plumes
have been widely investigated from either a theoretical, experi-
mental, or numerical point of views; dispersion and dilution of
pollutants in the atmosphere, fire development, cooling towers and
cumulus cloud may be listed just to mention a few examples of
practical interest. Several key points have been specifically dealt
with, such as laminar turbulence transition. For instance, Gebhart
et al.@1# pointed out that turbulence is an event subsequent to the
initial instability of a laminar flow and stated that perturbations in
the plume can grow in amplitude; such a mechanism is then
driven mainly by buoyancy. Quick amplification is generally ob-
served and such behavior is surely due to the absence of bound-
aries. According to Elicer-Cortes et al.@2#, transition is governed
by growth mechanisms of linear disturbances at the beginning and
nonlinear ones far away from the plume source. To depict the
turbulent region, Morton et al.@3# developed an analytical ap-
proach, still valid today, enabling one to characterize temperature
and velocity distributions inside the plume. Such analytical devel-
opment was based on the entrainment concept initially introduced
by Taylor @4#. This concept states mainly that a turbulent buoyant
element expands at the expense of the quiescent surrounding fluid
through entrainment of exterior fluid. Morton et al.@3# established
that the entrainment velocity is proportional to the vertical veloc-
ity, and that such a proportional coefficient is a constant. Experi-
ments were conducted in order to estimate this coefficient, which
still constitutes a challenge. Ricou and Spalding@5# directly mea-
sured entrainment in a turbulent jet by surrounding the latter with
a porous cylindrical-walled chamber; air was injected through the
wall until pressure in the chamber was uniform and atmospheric
so that entrainment was satisfactorily performed. Such a technique
induces strong uncertainties and because of the fragile plume fea-
ture, one cannot carry out this kind of measurement without
greatly disturbing flow field behavior. To characterize plume de-
velopment and also to check out entrainment theory, measure-

ments in thermal plumes have been carried out with hotwires and
laser Doppler anemometry~LDA!. For instance, George et al.@6#
performed measurements of temperature and velocity in an axi-
symmetric turbulent buoyant plume and measurements were car-
ried out with two-wire probes allowing temperature-velocity cor-
relations. Shabbir and George@7# performed a comprehensive set
of hot-wire measurements of a round buoyancy jet in which ver-
tical and lateral velocity components were determined and results
show satisfactory agreement with the expected similarity scaling.
In addition, Papanicolau and List@8# and Dehmani et al.@9#, to
quote just a few, performed measurement of velocities using the
laser Doppler anemometer technique and obtained vertical and
lateral velocity distributions. Such measurements provide confir-
mation of the theoretical development@3#. Recently, integral
methods have been also implemented by Agrawal and Prasad@10#
in order to derive similarity solutions for several quantities of
pronounced interest, such as cross-stream velocity, Reynolds
stresses and diffusivity of momentum and heat. The cross-stream
velocity profiles show that axisymmetric plumes experience an
outflow near the axis and an inflow far away from it. Agrawal and
Prasad@10# also showed that the entrainment velocity should not
in general be equated to the product of the entrainment coefficient
and the centerline velocity. Brahimi et al.@11# estimated thea
entrainment coefficient by measuring average velocity field with
LDA. As far as we know, the particle image velocimetry~PIV! has
not yet been used to characterize thermal plume development.
However, such a technique has been successively employed by
Han and Mungal@12# in turbulent jets and a direct method for the
entrainment coefficient was tested. Such measurements enable one
to directly and accurately investigate entrainment properties of
nonreacting and reacting jets.

In addition to entrainment characterization, it is important to
stress that recent numerical works were dedicated to thermal
buoyant jets and that due to significant improvement in computing
science and continuous increase of computer efficiency, light has
been shed on the role of vortex dynamics in plume development.
Recently, Zhou et al.@13# reported on the turbulence characteriza-
tion in a forced plume from large-eddy simulation; a fair compari-
son between numerical and experimental data was achieved.
Agreement was reached in the mean fields as well as in the fluc-
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tuating fields. For instance, the energy spectrum for fluctuating
fields contains a25/3 and 23 power-law in the inertial-
convective and inertial-diffusive ranges and highlights the ability
of large-eddy simulation to capture the whole turbulent flow field
behavior. Moreover, Basu and Narimsha@14# performed simula-
tions of heated and nonheated jets, and they clearly demonstrated
that enhancement of vorticity, due to vortex stretching, favors in-
tense structures that tend to attract fluid from the quiescent envi-
ronment. Thus, correlation between large structures and entrain-
ment has been demonstrated but no experimental evidence may be
found in the literature of pure plume development. Agrawal and
Prasad@15,16#provided recently spatial filtering of PIV data in a
self-similar axisymmetric turbulent jet in order to exhibit the role
of large vortices which tend to organize themselves. Actually,
such links require three-dimensional computations to depict struc-
ture development in the plume while no works have yet been
devoted to plume analysis through PIV measurements or through
stereoscopic PIV measurements either. Actually, stereoscopic
measurement is a promising way of measuring the three velocity
components which facilitates assessment of turbulent intensity as
well as structures involved in the flow.

The aim of the present study is to characterize the three-
dimensional behavior of a pure thermal plume and to address its
behavior in time so as to depict the role of structures in the en-
trainment mechanism. In addition, a direct technique has been
tested to measure thea entrainment coefficient along the plume
axis which as far as we know has never been done in the past.

Experiment Setup and Measurement Technique

Experimental Setup. The heating source is made up of a
metallic disk with aD diameter of 0.1 m and a thickness of 0.02
m. The heat is provided by a heating resistance wire which is
located directly inside the metallic disk. A regulated A.C. of 1
KVA supplied electric power and was able to keep the disk tem-
perature at a constant level ofTs5400°C. As shown in Fig. 1, the
heating source was located in a large enclosure of 2 m32 m
32.5 m filled with air and such an enclosure was assumed to be
large enough to provide nonconfined conditions for the plume.
Stratification in the enclosure will be addressed later in this part
but first, it is noteworthy that the disk was mounted above the
enclosure floor at a 0.01 m height to help the plume to establish.
Actually, even such a limited distance is large enough to concen-
trate fluid flow around the disk and to ensure stabilization of the
plume development. Moreover, such an artifact was widely used
in the past in the study of thermal plume. For instance, Elicer-

Cortés et al.@2# performed their analysis with a flat disk located at
0.3 m above the floor. On the contrary, Guillou and Doan-Kim
@17# performed an experimental setup which was flushed mounted
at the ground level of the enclosure but the shape of the heating
source was a sphere portion ensuring the stabilizing development
of pure thermal plumes.

As just mentioned, a strong dependency between plume devel-
opment and its surrounding environment requires actual control of
the latter. Thus, the enclosure in which the plume develops was
integrated in a larger room of 6 m36 m36 m which was
equipped with an air conditioning system and its temperature was
kept at a constant level of 20°C. It is very important to control the
plume environment because of temperature stratification, which
may greatly change plume flow development. For instance,
Beuther and George@18# and Dehmani et al.@19# showed that
only a slight stratification level in the ambient fluid generates a
significant loss or gain of the buoyancy force. In order to check
out the stratification in our own enclosure, temperature in the
immediate environment of the plume was regularly controlled by
an Al–Cr thermocouple of 12.7mm diameter. In accordance with
the whole temperature acquisition system, temperature measure-
ment errors were found to be less than 0.01°C. The thermocouple
was fixed on a~3D! traverse system allowing the latter to deter-
mine height-wise temperature profile. The traverse system resolu-
tion is equal to 1 mm. In our setup, a 0.4°C/m was found as
temperature stratification and in conjunction with established cri-
teria @18#, such a stratification level is not strong enough to di-
rectly interact and alter plume flow field development. Thus, one
can consider that our experimental setup may help us to study
plume development in a semi-infinite open domain. Two of the
main lateral walls were optical Plexiglas in order to investigate the
flow by optical measurement methods.

Measurement Techniques. In order to measure the flow field
velocity, particle imaging velocimetry technique~PIV! was used
and we also performed 2D as well as 3D stereoscopic PIV mea-
surements. For both of these measurements, Hamamatsu Hisence
cameras provided 102431280 pixel resolution pictures. Each
pixel was sized 6.736.7mm and a pair of images was recorded at
a 9.0 Hz rate. To illuminate the flow field, a 50 mJ frequency
doubled Ng-Yag laser was set up in synchronization with cameras.
The laser plane was oriented in accordance with the type of mea-
surement~2D or 3D! as shown in Fig. 2.

In the 2D configuration, only one camera was necessary and
was equipped with a 28 mm lens, and it focused a plane at a 1.0 m
interval. The plane of measurement was then approximately
25 cm330 cm. The time delay between two consecutive pictures

Fig. 1 Schematic of thermal plume experiment

Fig. 2 Measurement setup using „a… classical 2D PIV tech-
nique and „b… stereoscopic PIV technique
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was arbitrarily fixed according to the kind of measurement to
carry out. A short time delay of about 2 ms was setup to determine
the vertical velocities while on the contrary, a longer time delay
~;20 ms!was necessary to select in order to accurately capture
the radial component. Actually, the differing time delays are due
to the expected vast differences in axial and radial velocity mag-
nitudes. It is true that measuring entrainment velocities in the
plume surrounding require particular attention given the fact that
radial displacements are equivalent to 2 up to 4 pixels compared
to the bias error of PIV. On the contrary, long time delays are not
adapted to axial velocities ranging from 20 to 30 pixels and no
correlations are accessible with a regular interrogation zone. With
a view window of 26 cm330 cm, the interrogation zone is set to
32332 pixels using 50% overlapping, which corresponds to a
63379 vector resolution in theXZ plane.

For the 3D stereoscopic velocity measurements, two cameras
were installed as shown in Fig. 2~b!. The laser sheet was located
so as to create a horizontal plane perpendicular to the vertical axis.
The two cameras were located at 1 m from the laser plane to
obtain 30 cm330 cm of window measurement. Each camera was
positioned at a certain angle from the normal measurement plane
in order to obtain a stereo view of the plane depending on the
laser sheet orientation. Alkislar@20#estimated that errors are mini-
mized whenu0 ranges from 30 deg to 60 deg. In the present study,
u0 has been arbitrarily fixed at 30 deg and camera calibration
routines are necessary before performing measurements that inte-
grate and account for perspective distortion arising from the
skewed orientation of the cameras. After processing images from
each camera, data had to be processed so as to evaluate the third
velocity component perpendicular to the laser sheet plane. Equa-
tions governing transformation of images and data processing
from the two different views yielding a three-dimensional velocity
field are put forward by Alkislar@20#. Measurements of the veloc-
ity field were carried out in several sections corresponding to dif-
ferent vertical heights in moving cameras and laser sheet. At each
plane, over 200 s were necessary in order to acquire 800 instan-
taneous velocity fields at a rate of 4.0 Hz.

Velocity measurements through PIV method necessitate seeding
the flow with small droplets which scatter the laser light and it
matters to lay emphasis on the pronounced accuracy of this high-
tech process. When estimating the method’s degree of precision,
one may first list the potential sources of error: Influence of
dynamic-particles, processing errors, systematic errors introduced
by the effect of temperature gradient including beam steering and
image distortion. Concerning error linked to particle dynamic, the
latter is due to slip velocity between the particle and the fluid and
may be estimated through theStStockes number estimation. This
relates thetp characteristic particle response time versus thet f
time scale of the flow variation. ForSt!1, one can consider that
particles indeed follow the fluid motions to be measured. All of
our measurements were performed by using glycerin particles
originating in a smoke generator and it is assumed that the diam-
eter particle range is 5–10mm. According to the diameter, density,
and velocity level of the flow, one can assume that the bias due to
dynamic-particles is around 0.2%. To estimate processing errors,
we took a picture as reference while a second one was created by
introducing a previously known displacement throughout the
complete first one. Then, one may just have to compare the PIV
estimation with regard to the introduced displacement. The pro-
cessing errors are due algorithm and may be estimated as 0.1
pixels that correspond to 1.8% error for a standard 32332 inter-
rogation window size cross-correlation. The beam steering error is
linked to the index of refraction change due to the density varia-
tion in thermal plume but along with image distortion effects, such
an error may be considered negligible@21#.

Thermal Plume Characterization

Mean and Fluctuating Velocity Fields. As already men-
tioned in the Introduction, particle imaging velocimetry has not

yet been used to depict plume flow field development. However,
the technique allows us to instantaneously measure two or even
three velocity components when using stereoscopic PIV technique
and it may likewise be an excellent way to assess structure devel-
opment as well as velocity fluctuation correlations. One of the first
steps is to depict plume flow field through such measurements in
order to validate the technique used with regard to results avail-
able in the literature. Figure 3 presents theūz mean axial velocity
profiles along a lateral direction at given heights above the source.
It appears obvious that profiles obtained in the vicinity of the
heating source, see for instance, atz51.5 and 2.0, have a pointed
shape while the farther they are from the source, the more profiles
become larger and fit a Gaussian distribution. Such a trend is
typical in a plume study when the flow field organizes towards a
fully developed turbulent way; velocity profiles fit a well-known
self-similar region. Figure 4 allows one to clearly observe such a
region in which the axial velocity profile is normalized by its
maximum value reached close to the plume axis. And then, above
z54.0, the whole vertical velocity profile satisfactorily corre-
sponds to a Gaussian law:

ūz~r ,z!5ūz,ce
2B«2

The constant valueB obtained with our results is comparable with
values reported by Shabbir and George@7# and Chen and Rodi
@22#. Figure 3 also presents thel normalized plume width change
~in round point line!and such a parameter has been estimated
through momentum balance as:

Fig. 3 Radial profiles of the Uz̄ mean axial velocity component
and l plume width change with regard to z
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The change of thel normalized plume first decreases up to a
minimum value close toz51.5 and from this point, increases with
regard toz. Such an evolution sheds light on plume restriction
before its enlargement. Then,l evolves linearly close toz;3.0;
such linear change is in agreement with the theoretical point of
view @3# and its linear slope is found to be equal to 0.18, while in
the literature, authors@7,8,23#focused upon reported values in the
0.14–0.18 range. To show how plume develops, mean axial ve-
locity is often taken as a reference and its normalized change is
reported in Fig. 5. Mean axial velocity is normalized by its highest
value reached atz53.5. Figure 5 clearly puts forward that

ūz,c /ūz,max follows a 21/3 power law forz>4.0 with ūz,cz
1/3

5A1 , where theA1 value is found to be equal to 1.26 approxi-
mately and is in agreement with values reported in previous works
@8#. Evolution of theūz,c /ūz,max normalized centerline velocity is
significant because plume is assumed to be fully turbulent when
the 21/3 power law is followed. Thus, it is a convenient way of
precisely locating the laminar–turbulent transition and such tran-
sition occurs close toz;4.0.

After describing the average flow field development and con-
firming that the well-known laws are followed, we likewise fo-
cused on higher statistical orders to determine how the turbulent
plume behaves. With this in mind, the radial profiles of the axial,
radial, and circumferential root-mean-square velocities are plotted

in Fig. 6. It is noticeable in Fig. 6~a! thatAuz8
2/ūz,c reveals off-

axis maxima of 25%; such value is in agreement with those found
in the literature@8,24#. Concerning the radial and tangential fluc-
tuating activity shown in Figs. 6~b! and 6~c!, profile shape as well
as the intensities reached are similar, maximum levels being
smaller than those obtained in the vertical flow field. Moreover,
one of the advantages of measuring plume velocity with a stereo-
scopic method is the possibility of plotting theIt turbulent inten-
sity without any particular assumption~see Fig. 6~d!!.It profiles
also reveal off-axis maxima of about 34% and are not altered
abovez>4.0. Figure 7 allows researchers to spatially depict the
fluctuating flow field behavior. In particular, several maps at dif-
ferent heights in the plume clearly underline that its development
occurs symmetrically with regard to the plume geometrical axis as
well as off-axis maximum location. Nevertheless, it is true that the
greaterz, the more the maximum location ofIt is close to the axis;
this is due to the homogeneity process driven by turbulence. Fi-
nally, it is important to emphasize that the levels reached byIt are
significant in the vicinity of the heating source as shown in Fig.
7~b!. To do this, we use the 2D PIV andIt was computed assum-
ing that the radial and circumferential fluctuation levels were
similar. In addition, Fig. 7~b! comparesIt magnitudes obtained by
2D PIV and 3D PIV measurements. Actually,It rises up to 60%
for z<1.0 and decreases sharply for higherz locations and reaches
a constant value of approximately 34%. It must likewise be un-
derlined that such high intensities in the fluctuating field close to
the source are linked to severe perturbations in the area in which
fluid flow develops.

Vortex Structure Development. Thermal plume structure
has been fully investigated by characterizing its expansion, Gauss-
ian axial velocity distributions in radial direction, power21/3 law
axial centerline velocity in vertical direction, and turbulent inten-
sity as well. However, it is helpful to bear in mind that tracking
instantaneous turbulent structure will help us to fully understand
the flow field development, but we still need to describe structures
in such flows. Moreover, previous experimental studies did not
use techniques allowing them to detect structures in the plume
development. However, there are several studies in the literature
dedicated to plume flow field visualization. Morton et al.@3# as
well as Turner@23# were the first to carry out plume visualization,
and the hypothesis of coherent structures inside the plume devel-
opment was convincingly put forward. Recently, Zinoubi et al.
@24# performed a plume visualization allowing for the demonstra-
tion of three different regions lengthwise in the plume. One of the
regions is mainly driven by plume contraction while above the
latter, the appearance of small structures is detected and the exis-
tence of these turbulent structures leads to uniform flow field be-
havior. Due to recent improvement in computing science, Zhou
et al. @13# depicted flow field behavior and structure changes
through a large eddy simulation technique. Similarly to Zhou’s
approach, we have characterized instantaneous structures by esti-
mating thevu azimuthal vorticity field. Figures 8~a! and 8~b!
show instantaneousvu maps in ther -z plane passing through the
geometrical plume axis at two different time steps. Figure 8
mainly focuses on a region close to the heating source (z<3.0).

Fig. 4 Normalized radial profiles of the u z mean axial velocity
component

Fig. 5 Change of the normalized ū z,c Õū z,max mean axial veloc-
ity component along the geometrical axis
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Fig. 6 Radial profiles of mean turbulent intensities: „a… Vertical velocity
turbulent intensity, „b… radial velocity turbulent intensity, „c… circumferential
velocity turbulent intensity, „d… I t velocity turbulent intensity

Fig. 7 Mean turbulent intensity distribution: „a… Contour It in several
planes, „b… variation of I t along the geometrical axis
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The time delay between two maps is equal to 0.5 s and the latter
corresponds to the highest rate available for our system. Such
pictures allow one to clearly distinguish two different regions.
First of all, vorticity does not change drastically with regard tot
for z<3.0 and it corresponds to spatial restriction phase of the
plume. Second and contradictory to the first region, structures
develop rapidly and change from one picture to the other forz
>3.0. This is confirmed in Fig. 9, which shows some maps ob-
tained at higherz positions (3.5<z<8.5). It is important to un-
derline that in this region, the plume develops instantaneously
with an oscillating motion at different distances from its axis.
Such oscillations may enhance mixture mechanisms driven by
large structures and then increase diffusion from large structures
to small structures.

In addition, an interesting feature may be evoked by following
vu changes in time~Fig. 9!. Plume develops in conjunction with
contraction and expulsion phases, which are linked to the instan-
taneous width of the plume. For instance, Fig. 9~c! reveals restric-
tions due to fresh air engulfment in the plume atz55.0 which
arises almost symmetrically. At the same time, plume is enlarged
due to vortex structure concentration for 6.0<z<7.0, which may
try to expel fluid from the core to external environment of the
plume. Such contraction and expulsion phenomena are more eas-
ily observed through stereoscopic PIV measurements since we
measured in a parallel plane to the heating source surface~Fig.
10!. As shown in Fig. 10~a!, structures in such a plan expel fluid
from the core to the immediate environment of the plume. Such
motions may have a direct impact on entrainment induced by the
buoyant arising forces. These explusions are highly localized and
clearly enhanced by a stronger vorticity field. Such a point is not
yet fully understood and only a few works have been devoted to
the problem. For instance, Basu and Narimsha@14# reported simu-
lations of turbulent jet subjected to local volumetric heating and
their results clearly demonstrated that enhancement of vorticity,
due to vortex stretching, favors intense structures that tend to

attract fluid from the quiescent environment. From 3D measure-
ment and while taking into account the surrounding of the plume
during the two identified phases, i.e., contraction and repulsion
phases, entrainment mass flux can be estimated and has been
found to be equal toṁe50.0226 andṁe50.0074 in the contrac-
tion and repulsion phases, respectively. Although, as we will ob-
serve later, estimating entrainment flux is a very sensitive prob-
lem, a ratio of 3 has been put forward which clearly demonstrates
that entrained mass flux is significantly more important during
contraction phase than during expulsion phase.

To undertake the analysis of plume development, let us perform
the budget analysis of the momentum equation at two different
heights:

Due to thermal plume spreading, theradial transport and the
buoyancyterms are relatively significant in the budget~Fig. 11!.
Nevertheless, one of the more interesting terms is theradial con-
vectionterm. Actually, this is the only one which offers a signifi-
cant different profile shape betweenz52.0 andz55.0. It is true
that all the other terms, vertical convection, buoyancy, turbulent
transports, have almost the same profile shape even if they are all
more or less modulated in amplitude with regard toz. Close to the
heating source, i.e. atz52.0, ūr(dūz /dr) is always positive~see
Fig. 11~a!!. Because the vertical velocity gradients are always
negative (dūz /dr,0) due to its Gaussian distribution, it means

Fig. 8 Contour of instantaneous circumferential vorticity field close to the heat-
ing source
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that the radial velocity is negativeūr,0. On the contrary, forz
>4.0, theūr(dūz /dr) radial convection term in the Fig. 11~b! is
positive for r>0.5 and negative forr<0.5. Such a sign change
reveals a strong plume expansion in this area which occurs
through large structure activities. These structures are also ampli-
fied through the expulsion–contraction motion mainly dominated
by plume engulfment during contraction phases.

It is also important to stress that other budget terms clearly shed
light on plume flow field behavior. Concerning the region close to
the heating source~Fig. 11~a!!, the thermal plume is mainly domi-
nated by vertical convection and buoyancy. As expected, buoy-
ancy plays a leading role because it induces the whole fluid mo-
tion. Due to thermal plume spreading, the vertical convection
terms are also relatively significant in the budget. Actually, the
effect of the heated source is strong enough to generate shear-
layer development, as observed in the vorticity field; it may also
favor a strong stretching mechanism of large-scale structures. On

the contrary, Fig. 11~b!shows the budget profiles obtained atz
55.0 in the plume turbulent region. Due to its spreading, the
vertical convection as well as the buoyancy terms are no longer so
dominant. Turbulence develops rapidly thereby enhancing interac-
tion between large and small structures as observed in the vortic-
ity field. Therefore,radial transport is the leading term in this
region.

Plume Entrainment Mechanisms

Direct Measurement of Entrained Mass Flow Rate. As
mentioned in the Introduction, one of our goals is to characterize
entrainment induced by pure thermal plume development. To do
so, it would be very interesting to directly measure the entrain-
ment mass flow rate even if such a measurement is difficult to
perform. To our knowledge, Ricou and Spalding@5# were the first
to directly measure the entrainment flux of a turbulent jet by sur-

Fig. 9 Contour of instantaneous circumferential vorticity field far from the heating
source
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rounding the latter with a porous-walled cylindrical chamber. The
chamber was equipped for measuring the mass flow rate passing
through the porous wall and feeding the core flow of the jet. Note
that such an experimental setup cannot guarantee accurate mea-
surements; moreover, it cannot be applied to jets in coflow con-
figuration where the encroachment of the jet boundary is the lead-
ing mechanism of entrainment. Nor can it be applied to thermal
plume, because the presence of porous walls would definitely
modify pressure balance around the plume. Direct interaction with
plume development and its entrainment would be enhanced. Thus,
a second way for measuring the entrainment was more widely
used@3# and is based mainly on mass balance. Entrained mass
flow rate is actually estimated by tentatively calculating the dif-
ference of the whole mass flow rate between two plume sections
as:

ṁe5Dṁ5ṁ22ṁ1

with ṁ5E
0

`

~ruz1r8uz8!2prdr

Figure 12~a!schematically depicts the way to obtain such an es-
timate of the entrainment mass flow rate. It requires measurement
of the density and axial velocity, but such a method is no longer a
direct one. Moreover, ther8uz8 fluctuating quantity is very com-
plex to determine. Let us add that when such a method is referred
to, the average fluctuating part is generally overlooked in the mass
flow rate balance. However, it is difficult to precisely determine
the contribution of the fluctuating term because it requires simul-
taneous measurement of instantaneous fluid density~temperature!
and velocity. Dibble et al.@25# estimated the contribution of the
fluctuating term on the mass flux integral by measuring the aver-
age and fluctuating axial velocity component using LDV tech-
nique and the average and fluctuating density using Raleigh scat-
tering in a hydrogen jet. Based on their findings, ther8 and u8

Fig. 10 Instantaneous velocity field of thermal plume obtained from stereo-
scopic PIV at zÄ5.0 during „a… expulsion phase and „b… contraction phase
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fluctuations could contribute to an approximately 20% increase to
mass flux obtained by considering only the average quantities. It
is also important to stress that the measurements carried out by
Diddle et al.@25# were not performed simultaneously so that the
error due to neglecting the fluctuating term may be valid only if
fluctuations are assumed to be correlated. To avoid these difficul-
ties, a direct measurement method is required such as that of
Ricou and Spalding@5# but without the physical structure that
intrudes into the flow field.

In order to estimate the entrained mass flux without encounter-
ing such difficulties, a direct method has been carried out in study-
ing reacting jets@12#. The basic idea consists in measuring the
velocity outside of the plume; in that way, entrainment measure-
ment is not potentially altered by the density fluctuations which
exist inside the plume. This direct method was checked out on jets
and validated by comparing it with results of previous measure-
ments. As of now, pure thermal plume has not yet been character-

ized through such a method, which explains why we are focusing
our attention on a direct technique. The entrained mass flux may
be estimated directly as:

ṁe5E
z1

z2

run2pr
dz

cosb
5r`E

z1

z2

ūn2pr
dz

cosb

in which un corresponds to the normal velocity component with
respect to the plume boundary. In this way, entrained mass flux is
calculated by integrating the inflow mass passing through the
plume boundary. As long as plume evolves in a constant and
known surrounding environment, the density involved inṁe equa-
tion remains at a constant level and no fluctuations arise in the
momentum term. Nevertheless, such a method entails two major
difficulties. First, border of the plume which limits the main as-
cendant flow field with the one providing laterally is not as at easy
to establish, and accurately measuring small velocities in the
plume surrounding environment is a difficult task. Second, such a
border is tilted with regard to thez direction. Moreover, the choice
of the b angle may introduce some bias in the direct technique
measurements. That said, applying direct technique to reacting
jets, change ofb angle from 5 deg up to 15 deg may be consid-
ered as generating second-order errors in the entrained mass flow
rate measurement@12#. And since no clear plume border definition
has been established except the one given above, stating that the
plume width is equal tol(z), it appears consistent to consider
such a definition as well as the tilted angle obtained with the latter.
From Fig. 3, the angle may be estimated as equal to 6 deg. It is
also important to add that radial velocity component decays as 1/r
by continuity. This is a key point which explains why direct mea-
surement technique may be assumed to be not particularly depen-
dent on plume border location: All around the plume, therur term
remains at a constant level. After that, the exact plume border
location no longer figures as a predominant parameter in the ac-
curacy of the direct method. As a result, accuracy when measuring
velocities in the immediate surrounding of the plume becomes the
key point to address.

To measure flow field velocity in and close to the plume, two
different time delays between two images were employed. Ac-
cording to spatial resolution, a time delay of 2 ms was chosen to
obtain velocity field inside the plume and Fig. 13~a! shows an
example of velocity field in ther -z plane. A dashed line delimits
in Fig. 13 thel(z) plume width. A longer interval, ten times
higher, is required in order to precisely capture small displace-
ments all around the plume width. Such a choice in the PIV pa-
rameters is essential in order to accurately measure these small
velocity levels. As underlined in Fig. 13, such a long time delay

Fig. 11 Balance of mean momentum: „a… at zÄ2.0, „b… at zÄ5.0

Fig. 12 Schematic of entrainment measurement: „a… Differen-
tial method, „a… direct method
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no longer effectively helps to correlate fluid motion in the plume.
Consequently, in order to estimate entrained mass in the plume,
one only needs velocity measurements in ther -z plane if we
assume that the plume behaves axisymmetrically. Thanks to ste-
reoscopic measurements, Fig. 14 presents mean velocity fields at
severalz levels in thex-y plane and this clearly demonstrates the
circular behavior of the flow field. In fact, our measurements ren-
der direct entrained mass flow rate possible through 2D PIV mea-
surements inr -z planes. In order to compare results obtained
while using direct technique, we also computed the entrained
mass flux through the differential technique introduced by Morton
et al. @3#. As already mentioned, such a technique consists in cal-
culating mass flow rate in the plume at two different heights;
difference between the two mass flow rates corresponds to the
entrained one. To do so, mean temperature is also measured and
density may be deduced through the ideal gas law assumption. As
velocity and density are not measured directly and instanta-
neously, ther8uz8 fluctuating part is not taken into account. Figure
15~a! shows the change ofṁ mass flow rate with regard toz.
From thisṁ estimation, one can easily deduce theṁe entrained
mass flow rate by the plume development by considering its dif-
ference between two locations. The change ofṁe is presented in
Fig. 15~b!and it allows one to compare results obtained by dif-
ferential and direct techniques. First, one can observe that the
main trend is similar with each of the two techniques; close to the
heating source, i.e.,z<2.0, ṁe increases rapidly to a maximum
level and is also rapidly damped to a relative minimum level
reached atz52.0 approximately. Forz>2.0, ṁe increases almost
linearly. In the laminar region, the flow organizes and is subjected
to strong mixing, which may explain such drastic change in the
ṁe evolution; as soon as turbulent regime is established, the en-
trained mass flow rate evolves with regard toz. Second, signifi-
cant differences between the two techniques used need to be em-

phasized. It is true thatṁe determined by the differential
technique offers abrupt variations which appear not to reveal
physical mechanisms. Such method is based on a difference
scheme, errors made in theṁ estimation may amplify those made
in the ṁe estimation. Moreover, and by far the most important
point, theṁe entrained mass flux with the differential technique is
on the average smaller than the one computed by the direct tech-
nique. This bias is linked to the fact that the fluctuating part can-
not be considered in the differential technique which may be sig-
nificant in plumes. Besides,ṁe differences represent almost 15%–
20% and such a huge difference may naturally affect the
entrainment coefficient estimation. Finally, it is important to un-
derline that shifting plume border of 50% provides only a change
of less than 5% in theṁe estimation. Such a result clearly dem-
onstrates that direct measurement technique is not linked to the
arbitrary border location.

Entrainment Coefficient Assessment. According to the first
theoretical step, entrainment has been defined as a ratio between
the lateral velocity and the main ascendant one in order to de-
scribe the ability of plumes to displace their surroundings@3# and
a entrainment coefficient has been first estimated as:

a52
ūr~l!

ūz,c

which can be written directly with regard toṁe entrained mass
flow rate:

a5
ṁe

Dz

1

2pr`lūz,c

Fig. 13 Mean velocity from PIV using two different time inter-
vals between images: „a… Short time of 2 ms and „b… long time
of 20 ms

Fig. 14 Contour of mean vertical velocity obtained by the ste-
reoscopic measurements
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From this definition and taking into account the Gaussian shape
for the vertical velocity profiles in the self-similar region, a rela-
tion allowing estimating the entrainment coefficient is easily es-
tablished:

l5
6
5az

Table 1 lists the different values fora entrainment coefficient
available in the literature. It is important to underline that most of
the works listed applied aa modified entrainment coefficient defi-
nition. Actually, instead of relating entrained velocity estimated
throughṁe measurement to mean axial velocity component, re-
searchers mainly prefer to refer to average velocity as:

ūz,m5

E
0

`

ūz
22prdr

E
0

`

ūz2prdr

instead ofūz,c and in order to compare our results with available
data in the literature, we computea entrainment coefficient by
using average ascendant velocity as reference velocity. One of our
purposes is also to compare entrainment coefficient obtained with
differential and direct techniques and Fig. 15 allows such a com-

parison. Whena is computed through direct method, strong varia-
tions are observed close to the heating source. In this region,a
reveals very high levels ranging from 0.2 to 0.6; such a region
corresponds to thermal plume development that leads by dominat-
ing buoyancy forces as well as radial transport. Moreover, the
average radial velocity is negative so that plume develops mainly
by first concentrating hot fluid around its geometrical axis. While
z increases,a is damped and tends rapidly towards a constant
level of approximately 0.11. According to Table 1, such a level is
included in the available literature range. Nevertheless, it clearly
appears that direct technique introduces a significant improvement
in the a entrainment coefficient determination. First and as one
may think when studying theṁe data, the change ofa with regard
to z also involves unstable and unphysical variations close to the
heating source region due to the measurement uncertainties when
using differential method in this area. Second, one can observe
significant variations as well forz>4.0. Similarly toṁe data, the
a entrainment coefficient is on the average smaller that the one
computed by using direct technique. As already mentioned and
thanks to accurate velocity measurements, direct technique allows
one to evaluate thea entrainment coefficient without restrictive

assumptions such as not taking into account ther8uz8 fluctuating
quantity. In addition, such accurate measurements render it pos-
sible to assess the change of thea entrainment coefficient with
regard toz. The differential method is only able to give an esti-
mate ofa in the self similarity region. In fact, most of the works
dedicated to plume entrainment characterization only report an
estimate and do not address its changes versusz. Moreover, the
estimates available in the literature are generally inaccurate,
which is no longer when using direct measurement technique.

Fig. 15 Variation of the flow rate along height: „a… Total flow rate, „b… en-
trained flow rate

Table 1 a entrainment coefficient estimates available in the
literature

Authors Configurations a

Morton et al.@3# Atmospheric plume 0.093
George et al.@6# Hot jet 0.108
Dehmani et al.@9,19# Turbulent axisymmetric plume 0.150
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Conclusion
A pure turbulent thermal plume characterization has been per-

formed using 2D and 3D stereoscopic measurements which enable
researchers to depict its complex spatial development. It allows
for clear detection of the laminar and turbulent development re-
gion of the plume. In accordance with the velocity field changes
with time, contraction and repulsion phenomena arise. Contrac-
tion favors mass entrainment from the quiescent surroundings and
vortex structure identification clearly demonstrate the role of such
large structures in the entrainment mechanism. Even if the repul-
sion phase is not the driving one, the latter has been clearly iden-
tified and accounts for roughly only 20%–30% of the mass flow
exchange entrainment. Our experimental results agree with nu-
merical trends depicting the link between complex structure mo-
tions and entrainment. We strongly believe that future experiments
should try to determine structure development in time in order to
improve our understanding of their role in turbulent flow field.

Moreover, results allow one to accurately determine the entrain-
ment coefficient. Firstly, axisymmetricity of the plume has been
checked out through stereoscopic measurements; secondly, a di-
rect measurement technique has been implemented and makes it
possible to obtain the change of the entrainment coefficient along
thez axis. By comparing such a technique with the classical mass
balance usually performed in plumes and jets, results clearly show
that close to the heating source, the differential technique provides
no physical trend concerning the entrainment coefficient change,
whereas far away from the source results are somewhat altered by
noise and reveal average value smaller in the turbulent region than
that obtained through a direct method. It is important to stress that
the direct method is accurate because its principle consists in bal-
ancing mass flow rate in the plume surroundings and that it does
not suffer from overly simplistic assumptions such as, for in-
stance, neglecting the fluctuating part as is the case with the well-
known differential technique.

Finally, such experimental measurements are highly promising
and should help us in the near future to reach two main goals:~1!
To better understand large structure role in complex flows and
particularly on entrainment mechanisms;~2! to provide experi-
mental data for validating turbulence models such as for instance
large-eddy simulation. It is also important to underline that some
unknown elements still exist in thermal plume such as for instance
the rotation effects of the heating source on plume development
and their consequences on entrainment and the interaction be-
tween several plumes.
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Nomenclature

B 5 Gaussian parameter
D 5 heating source diameter~m!
g 5 gravity acceleration in thez axial direction~ms22!
H 5 disk height above the floor~m!

I t5Aur8
21uu8

21uz8
2/ūz,c

5 turbulent intensity
LX3LY3LZ 5 dimension of the enclosure~m!

ṁ 5 nondimensional plume mass flow rate
ṁe 5 nondimensional entrained mass flow

St5tp /t f 5 Stockes number
R, u, Z 5 Cylindrical co-ordinate system transformed

from X, Y, Z
r, z 5 radial and axial co-ordinates scaled by D
Ts 5 heating source temperature~°C!

DTs5Ts2T`

5 characteristic temperature difference~°C!
T 5 temperature normalized byDTs

Umax 5 maximum axial velocity~m/s!
Ux , Uy , Uz 5 Cartesian velocity components~m/s!

ux , uy , uz 5 Cartesian velocity components normalized by
Umax

ur , uu , uz 5 cylindrical velocity components transformed
from ux , uy , uz

X, Y, Z 5 dimensional Cartesian co-ordinate~m!
x, y, z 5 nondimensional Cartesian co-ordinate normal-

ized byD
L 5 plume radius estimated through mass balance

~m!
l5L/D 5 normalized plume radius

a 5 entrainment coefficient
b 5 plume expansion angle~°!

«5R/L 5 nondimensional radius ratio
u0 5 angle between view of camera and normal of

measurement plane~°!
r 5 fluid density normalized byrREF

rREF 5 fluid density atT` ~kg/m3!

vu5]uz /]r 2]ur /]z

5 normalized circumferential vorticity
tp 5 characteristic particle response time~s!
t f 5 characteristic time scale of flow~s!

Subscripts

c 5 geometrical axis location
s 5 heating source
` 5 referred to quiescent environment

max 5 referred to maximum value

Fig. 16 Variation of entrainment coefficient along vertical axis
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Combined Influence of Mass and
Thermal Stratification on
Double-Diffusion Non-Darcian
Natural Convection From a Wavy
Vertical Wall to Porous Media
In this study we analyze the combined influence of mass and thermal stratification on
non-Darcian double-diffusive natural convection from a wavy vertical wall to a porous
media. A finite difference scheme based on the Keller box approach is derived for the
boundary layer equations resulting from the use of nonsimilarity transformation on the
coupled nonlinear partial differential equations. Extensive numerical simulations are car-
ried out to analyze the influence of wave amplitude a, Grashof numberGr* , thermal
stratification parameter ST , concentration stratification parameter SC , buoyancy ratio
B, and Lewis numberLe on the double-diffusive natural convection process. Increasing a
andGr* or decreasing B is seen to favor the heat and mass transport in the porous region
thereby reducing the heat and mass fluxes along the vertical heated surface. Increasing ST
or decreasingLe leads to an enhanced mass transfer process. Presence of surface wavi-
ness brings in a wavy pattern in the local heat and mass fluxes with decreasing magni-
tudes in the streamwise direction in the presence of stratification terms.
@DOI: 10.1115/1.1863258#

1 Introduction
Natural convection flow caused by the combined buoyancy ef-

fects of thermal and species diffusion in a saturated porous me-
dium has applications in a number of areas, including geothermal
fields, solar power collectors, dispersion of chemical contami-
nants, etc. The work related to the double-diffusive convection
process in a porous medium is given by Nield and Bejan@1#,
Bejan and Khair@2#, Angirasa et al.@3#, Singh and Queeny@4#,
Nakayama and Hossain@5#, and others. Several studies have been
found to analyze the influence of the combined heat and mass
transfer process by natural convection in a thermal and/or mass-
stratified porous medium, owing to its wide applications, such as
development of advanced technologies for nuclear waste manage-
ment, hot dike complexes in volcanic regions for heating of
ground water, separation process in chemical engineering, etc.
Here stratified porous medium means that the ambient concentra-
tion of dissolved constituent and/or ambient temperature is not
uniform and varies as a linear function of vertical distance from
the origin. Angirasa et al.@6#, Rathish Kumar et al.@7#, El-Khatib
and Prasad@8#, Rathish Kumar and Shalini@9#, and others ana-
lyzed the double-diffusion process in a thermal and/or mass-
stratified porous medium by using analytical or numerical tech-
niques. In these studies authors have carried out numerical
computations based on full equations. Their results in the form of
the streamlines, isotherms, and isoconcentration contours depicted
the presence of boundary layers in flow, temperature, and concen-
tration fields along the heated wall. Also, Takhar and Pop@10#,
Tewari and Singh@11#, Rees and Lage@12#, Rathish Kumar and
Singh @13#, among others, have studied the natural convection
process in a thermally stratified porous medium.

In the present work we aim to solve the problem of non-
Darcian double-diffusive natural convection in a thermal and

mass-stratified fluid-saturated porous medium along a semi-
infinite irregular-shaped surface, immersed vertically in the po-
rous medium. Irregular surfaces are often used in many applica-
tions, such as heat transfer devices~flat-plate condensers in
refrigerators, flat-plate solar collectors, cavity wall-insulating sys-
tems with surface nonuniformities! and grain stoage units, etc. In
view of the complex pattern of the surface geometry, Yao@14#
discussed a wavy-to-flat surface transformation, approximating
the surface roughness by the sinusoidal waves. Later several au-
thors, for example, Rees and Pop@15#, Cheng@16#, Rathish Ku-
mar and Shalini@9#, used the same transformation technique and
studied the convection process in a fluid-saturated porous me-
dium. In the geometric model of the domain, even when the num-
ber of waves per unit length is increased, boundary layers are seen
mainly near the leading edge of the wavy wall, say, whenx
;O(1). Several authors, such as Rees and Pop@15# and Cheng
@16#, have solved the problem based on boundary layer equations.
Yao @14# also solved the natural convection problem along the
wavy wall in the continuum fluid without any porous media based
on boundary layer assumptions. In these studies authors assume
that x;O(1) so that the boundary layer concept becomes mean-
ingflul. Also, for better modeling of the convection process, non-
Darcy laws for momentum equation are found to be more appro-
priate. Related work can be found in Bejan and Poulikakos@17#,
Plumb and Huenefeld@18#, Kumari et al.@19#, Lai and Kulacki
@20#, among others.

We are using boundary layer assumptions to solve the problem
of non-Darcian, double-diffusive natural convection caused by a
vertical wavy surface in a fluid-saturated semi-infinite porous me-
dium. Non-Darcy terms are used based on the Darcy-extended
Forchheimer model, and the wavy nature of the surface is mod-
eled by sinusoidal waves. We assume that the porous medium is
mass and thermally stratified. Boundary layer analysis of such a
thermally stratified model is feasible only at small and moderate
thermal stratification levels when the thermal and species buoy-
ancy forces are not opposing each other@6,21,22#. In the current
study we attempt to understand the physics of the problem at
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small and moderate thermal stratification levels when the two
buoyancy forces are aiding each other. Since similarity arguments
are not valid in dealing with thermally stratified fluid@6,21#, we
employ the local nonsimilarity technique, which has emerged as
an alternate to similarity arguments at mild and moderate stratifi-
cation levels. A wavy-to-flat surface transformation is used that is
derived based on the scale analysis, and the resulting equations
are simplified to boundary layer equations for asymptotically large
Rayleigh numbers Ra. Resulting nonsimilar boundary layer equa-
tions are solved by an implicit finite difference scheme based on
the Keller box approach@23#. The sparse linear system resulting
from the finite difference analysis is solved in an optimal way
following the Block tri-diagonal solver. Results are presented in
terms of the local and average Nusselt and Sherwood number
plots and stream function, temperature, and concentration
contours.

2 Mathematical Formulation
As shown in Fig. 1, we consider a vertical wavy surface im-

mersed in a fluid-saturated porous medium. The surface profile of
the vertical wavy wall is approximated by the sinusoidal waves as

y5s~x!5ā sinS px

,
2f D (1)

where ā, 2,, and f are the amplitude, wavelength, and phase,
respectively, of the wavy surface. The vertical wavy surface is
considered at constant temperaturetw and at constant mass con-
centrationcw of some constituent in the fluid. Sufficiently far from
the vertical wall, temperature and concentration are considered as
t`,x andc`,x , respectively, wheret`,x andc`,x are defined as

t`,x5t`,01stx, st5
dt`,x

dx

c`,x5c`,01scx, sc5
dc`,x

dx

The two-dimensional, steady-state equations under the Boussinesq
approximation and the Darcy-extended Forchheimer assumptions
can be written as follows in terms of nondimensional variables:
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with the boundary conditionsC50, T512STX, C51

2SCX on Y5s(X)5
a
p sin(pX2f)
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→0, T→0, C→0 as Y→` (5)

where Q5A(]C/]X)21(]C/]Y)2. The nondimensional vari-
ables are defined as follows:
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Other parameters have their usual meaning as defined in the no-
menclature.

Using scale analysis we obtain the following transformation to
transform the wavy surface to a flat surface:

j5X, Y5j1/2Ra21/2h1s~X!
(7)

C5Ra1/2j1/2f ~j,h!

Substituting~7! into ~2!–~5! and in the limiting case Ra@1, we
obtain following transformed boundary layer equations:
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with the boundary conditions

f 50, T512STj, C512SCj on h50
(11)

] f

]h
→0, T→0, C→0 as h→`.

Local and average Nusselt numbers at a vertical distancej are
given, respectively, by

Nuj

Ra1/2j1/252T8~j,0!~11sj
2!1/2 (12)

Num

Ra1/2
52j

E
0

j ~11s
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2
!T8~X̄,0!

X̄1/2
dX̄

E
0

j

~11s
X̄

2
!1/2dX̄

(13)

Similarly, local and average Sherwood numbers at a vertical dis-
tancej are given, respectively, as

Fig. 1 Schematic diagram of the coordinate system with the
boundary conditions
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Shj
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The resulting coupled nonlinear and nonsimilar partial differential
equations~8!–~10! together with the boundary conditions~11! are
solved by an implicit finite difference approach given by Keller
and Cebeci@23#. At each fixedj, the iteration process is repeated
to obtain an accuracy of 10210, using double-precision arithmetic
throughout. For smaller Gr* (Gr* <10), h510 is found to lie
sufficiently out from the boundary layer~i.e., the entire boundary
layer is covered within thish thickness; and the flow, temperature,
and concentration properties have negligible change for further
increase inh!. For Gr* .10, maximumh length is adequately
chosen as 30. Detailed investigations are carried out for grid se-
lection. A uniform step size of 0.05 is used in thej direction, 0
<j<10 with a logarithmic grid having more concentrated points
towardh50, in theh direction. In Figs. 2~a! and 2~b!,f values
are shown for different grids atj50 andj55. The computational
grid of size 2003500 for Gr* <10 and of size 20031000 for
Gr* .10 is found to be more than adequate for carrying out the
detailed simulations.

3 Results and Discussion
The parameters that influence the double-diffusion natural con-

vection process from a vertical wavy surface with the non-Darcian
assumptions and with the heat and mass stratification conditions
are as follows:~i! wave amplitudea, ~ii! Grashof number Gr* ,
~iii! thermal and mass stratification parameters (ST and SC , re-
spectively!,~iv! Buoyancy ratioB, and~v! Lewis number Le. The
influence of all these parameters is analyzed on the flow, tempera-
ture, and concentration properties. First, we validated our code by
comparing the obtained local Nusselt and Sherwood number val-
ues with the similarity solution values of Bejan and Khair@2# at
j50 for variousB and Le witha50, Gr* 50, ST50, SC50, f
50 deg. Table 1 shows that the obtained results are in excellent
agreement with those reported in@2#. Details of the further study
are discussed in the following sections.

3.1 Influence of Wave Amplitudea on the Heat and Mass
Transfer Process. The influence of increasing surface rough-
ness on the heat and mass transfer process has been analyzed by
comparing the local and average Nusselt and Sherwood number
plots for varying a. In Figs. 3~a! and 3~b!, local and average
Nusselt number plots are presented for 0.0<a<0.5 under the
non-Darcian assumption, Gr* 51, with thermal and mass stratifi-
cation conditions,ST50.05 andSC50.025, and withB52, Le
51, f50 deg. From Fig. 3~a!, it can be observed that there is
almost a periodic variation in local Nusselt number. The ampli-
tude of these wavy curves of local Nu plots increases with in-
creasinga. The magnitude of the local heat transfer rate depends
on the slope of the wavy surface. It is mainly controlled by the
stream motion induced by the buoyancy force parallel to the sur-
face. For the portion of the wavy surface parallel to the gravita-
tional force ~i.e., at the trough and crest locations of the wavy
surface!, the heat transfer rate is larger. A fall in local Nu plots is
observed with increasingj, owing to the presence of the thermal
stratification parameterST . Figure 3~b!corresponds to the aver-
age Nu plots with varyinga. With increasing surface roughness
parametera, a continuous fall in the average Nusselt number has
been observed all along the wavy wall. Similar qualitative varia-
tions are also observed in local and average Sherwood number
plots.

To further analyze the flow, temperature, and concentration
variation in the entire region, 0<j<10, 0<h<10, f , T, andC
contours are presented in Figs. 4~a!–4~f ! corresponding to the
parameter settinga50.0,0.5, Gr* 51, B52, Le51, ST50.05,
SC50.025, andf50 deg. From these contours, one can observe
that the presence of surface roughness brings in a wavy pattern.
For largeh, f contours get horizontal with almost zerof h gradi-
ents, which depict a flow field with zerox component velocity
and, thus, a reduced flow situation. With an increase in the surface
roughness, flow is seen to get more intensified. In the correspond-
ing T contours in Figs. 4~c!and 4~d!, a plumelike structure with
negative temperature values has been noted in the upper-right re-
gion for all values of wave amplitude. Temperature and concen-
tration values are observed to be larger in the presence of surface
roughness.

3.2 Influence of Grashof Number Gr* on the Heat and
Mass Transfer Process. The influence of the presence of iner-
tial forces on the double-diffusive natural convection process has

Fig. 2 Grid validation tests for various grids: „a… with Gr *Ä0,
„b… with Gr *Ä1000 and with aÄ0.2, fÄ0 deg, BÄ2, LeÄ1, ST
Ä0.05, and SCÄ0.025
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been analyzed for a wide range of Grashof numbers (0<Gr*
<104), with a50.2, f50 deg,B52, Le51, ST50.05, andSC
50.025. The local and average Nusselt number plots showing the
heat fluxes along the wavy wall are presented in Figs. 3~c! and
3~d!. From Fig. 3~c!, it is observed that in the absence of inertial
forces ~i.e., with Gr* 50), the wavelength of the local heat flux
variation is half that of the wavy surface. This is due to~i! the
effect of diffusive forces@the first term in Eq.~8!#, whose fre-
quency is twice that of the wavy surface, and~ii! the alignment of
the buoyancy forces with respect to the solid surface. Conse-
quently, the local maxima of the local heat fluxes occur near the
crests and troughs of the sinusoidal surface, where heat is con-
vected away from the surface at a higher rate. In the presence of
inertial forces, with Gr* Þ0, in addition to the diffusive forces, the
centrifugal forces@the second term in Eq.~8!# are also present and
their combined influence again leads to an almost wavy pattern in
the local heat flux distribution with wavelength half that of the
wavy surface. From Fig. 3~c!, it can also be noted that there is a
drastic fall in local heat fluxes along the vertical wavy surface
with increasing Gr* . For smaller Gr* (0<Gr* <1), influence of
thermal stratification term can be noted in the local heat flux
curves as local heat transfer reduces significantly with increasing
j. At larger Gr* (Gr* .1), the stratification term has only a mar-
ginal influence. At larger Gr* , heat fluxes seem to achieve a satu-
ration level and there is no further significant reduction in the
local heat fluxes as Gr* increases. The average Nusselt number
plot in Fig. 3~d!shows a sharp raise in average heat fluxes along
the wavy surface, for small values of Gr* . But for larger Gr* ,
there is only a slight increment in heat fluxes with increasingj,
which implies that the thermal boundary layer~which is thin with
Gr* 50) gets thicker as Gr* increases. Increasing Gr* shows an
overall reduction in average heat flux values all along the wavy
surface.

Streamlines, temperature, and concentration contours are pre-

sented in Figs. 5~a!–5~i! corresponding to Gr* 50, 1, 102 and a
50.2, f50 deg,B52, Le51, ST50.05, andSC50.025. From
the f contours in Figs. 5~a!–5~c!, it can be observed that the
almost-zerof h-gradients region occurs farther away from the ver-
tical wall as Gr* increases, thus depicting a flow intensification
with increasing Gr* . From the correspondingT contours in Figs.
5~d!–5~f !, one can observe the presence of a thin thermal bound-
ary layer for Gr* 50, which gets thicker as Gr* increases. The
extent of the region covered by the plumelike pattern, occurring in
the top-right corner of the considered region, reduces as Gr* in-
creases. With increasing Gr* , an enhancement in the temperature
and concentration values has been observed.

3.3 Influence of Stratification ParametersST and SC on
the Heat and Mass Transfer Process. The effect of increasing
the thermal stratification level has been analyzed on the double-
diffusive natural convection process for a wide range of thermal
stratification, 0.0<ST<0.1, a50.2, Gr* 51, B52, Le51, f50
deg,SC50.025. Here it can be noted that fixingST50 is equiva-
lent to no stratification case~i.e., to the isothermal wall case!,
whereasST50.1 shows that corresponding to the considered wall
length j (0<j<10), there is 100% variation in the temperature
from T51 at the lower end (j50) to T50 at the upper end (j
510) of the vertical surface. From the local and average Nusselt
number plots in Figs. 3~e! and 3~f!, one can observe that the local
and average heat transfer decreases significantly with an increas-
ing thermal stratification parameterST . Since at the lower end of
the vertical wall~i.e., at j50, due to the boundary conditionT
512STj) wall temperature is always 1, irrespective of the strati-
fication parameterST , heat fluxes are equal atj50 for all ST .
For all thermal stratification levels, local heat fluxes are seen to
reduce asj increases. Also this reduction in local heat fluxes with
j becomes more significant with an increment in the thermal

Table 1 Comparison of the local Nusselt and Sherwood numbers for jÄ0, aÄ0, Gr*Ä0, STÄ0, SCÄ0
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stratification parameterST . Both of these effects can be attributed
to the reduction in wall temperature specified by the boundary
conditionT512STj. Though for theST50 case there is no ther-
mal stratification, the marginal fall in local Nu plot is due to the
presence of mass stratification termSC . The waviness in the local

Nu plots disappears with increasingST andj. The reduction in the
average Nusselt number plots in Fig. 3~f ! depicts the increasing
thickness of the thermal boundary layer with increasingST .

For the further investigationsf , T, andC contours are traced

Fig. 3 Local Nusselt number plots with „a… varying a, „b… varying Gr * , „c… varying ST and corresponding
average Nusselt number plots are in „b…, „d… and „f …, respectively.
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corresponding to the parameter settingsa50.2, Gr* 51, B52,
Le51, f50 deg,SC50.025, andST50.0,0.05,0.1. It was ob-
served from thef contours that the spatial location ofh corre-
sponding to almost zerof h gradients shift to the left, with increas-
ing ST . In Fig. 6~a!corresponding toST50.0, one can see that the

isotherms, which are parallel to the vertical wall whenh is small,
slightly shift to the right in the upper region ash increases. This
can be attributed to the influence of the mass stratification term
present. Such a shift is not noted when both thermal and mass
stratification values are zero. WhenST increases above 0.025, a

Fig. 4 f contours for „a… aÄ0.0, „b… aÄ0.5 with fÄ0 deg, BÄ2, LeÄ1, Gr*Ä1, STÄ0.05, and SC
Ä0.025, corresponding T and C contours are in „c… and „d… and in „e… and „f … respectively.
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cold region with a plumelike pattern emerges from the upper-right
corner of the porous region. It has a zero temperature isotherm
interface to the positive temperature zone adjacent to the wavy
wall. With increasing value ofST , the cold region with a plume-
like structure gets dominantly enlarged, indicating a drastic reduc-
tion in the heat transfer. For the caseST50.1 @i.e. when the tem-
perature of the upper end of the vertical surface (j510) is zero#,
this thermal plumelike structure starts exactly from the upper-left
corner and spreads up to the lower-right end thus covering most of
the porous region. From the corresponding concentration contours
in Figs. 6~d!–6~f ! one can note that with an increasing thermal
stratification levelST , the spread of the species dissolved in the
fluid shifts to the right in the top of the considered porous region.
Similar features were observed by Angirasa et al.@6# in their
study of aiding buoyancy forces~i.e., for B.0 in the presence of
thermal stratification and withSC50).

Influence of increasing mass stratification levelSC is analyzed
for 0.0<SC<0.05,a50.2, f50 deg, Gr* 51, B52, Le51 and
ST50.05. It was observed from the local and average Nusselt
number plots that an increasing mass stratification level results in
a reduction in the heat flux magnitudes along the wavy surface.f
contours have been traced with varyingSC , and they depict a
reduction in the flow intensities. Interesting features are observed
in the isotherms shown in Figs. 6~g!–6~i!. Here the cold regions
with the plumelike pattern, noted at low levels of concentration
stratification, gradually vanish with increasing levels of concen-
tration stratification. Isoconcentration contours show a reduction
in the concentration level in the entire region with increasingSC .

3.4 Influence of Buoyancy RatioB on the Heat and Mass
Transfer Process. Influence of varying buoyancy ratio on heat

Fig. 5 f -contours for „a… Gr*Ä0, „b… Gr*Ä1, „c… Gr*Ä102 with aÄ0.2, fÄ0 deg, BÄ2, LeÄ1, STÄ0.05, and SCÄ0.025, correspond-
ing T and C contours are in „d…–„f … and in „g…–„i… respectively.
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and mass transfer has been studied by choosing 0<B<4, a
50.2, f50 deg, Gr* 51, ST50.05, andSC50.025. The magni-
tude of B indicates the relative strengths of the two buoyant
forces, namely, concentration and thermal buoyancy forces, and
its sign indicates the direction of these forces. For the caseB
50, the flow is driven by the thermal buoyancy alone. In Figs.
7~a! and 7~b!, local and average Nusselt number plots are pre-
sented for 0<B<4. It is observed from both the plots that the
heat fluxes along the wavy wall are smaller when only thermal
buoyancy forces are present~i.e., for B50.) With increasingB,
both local and average Nusselt numbers increase along the wavy
wall. Local heat fluxes become more wavy with increasingB,
which shows that the surface undulations have more influence
when the buoyancy ratio is higher.

It was observed from the streamlines that increasingB en-

hances the region that corresponds to the zerof h gradients. The
flow region, which covers almost the entire region forB50 case,
confines to the regionha3 for B54. Isotherms presented in Figs.
8~a!–8~c!, corresponding toB50, 2, 4, show that the colder re-
gion with a plumelike structure in the isotherms increases in size
with increasingB. Here one may also note that no plumelike
structure is seen whenB50. Iso-concentration plots show the
reduction of species concentration values with increasingB.

3.5 Influence of Lewis Number Le on the Heat and Mass
Transfer Process. To analyze the influence of increasing Lewis
number on the double-diffusive natural convection process, local
and average Nusselt and Sherwood number plots are presented in
Figs. 7~c!–7~f ! for the parameters setting 0.05<Le<5, a50.2,
f50 deg, Gr* 51, B52, ST50.05, andSC50.025. From Figs.

Fig. 6 T contours in „a…–„c… and C contours in „d…–„f … corresponding to STÄ0.0, 0.05, 0.1, respectively, with aÄ0.2, fÄ0 deg,
Gr*Ä1, BÄ2, LeÄ1, and SCÄ0.025. T contours with varying SC „SCÄ0.0, 0.025, 0.05… are in „g…–„i… with other parameters fixed as
aÄ0.2, fÄ0 deg, Gr *Ä1, BÄ2, LeÄ1, and STÄ0.05.
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7~c! and 7~e!, it can be observed that increasing Le reduces the
heat fluxes along the vertical wavy surface, whereas it signifi-
cantly enhances the mass fluxes along the wavy surface. The av-
erage Nusselt number in Fig. 7~d! decreases while the average
Sherwood number in Fig. 7~f ! increases all along the wavy sur-
face with increasing Le.

For the further analysis of flow, temperature, and concentration
properties in the entire region, streamlines, isotherms, and isocon-
centration plots are drawn corresponding to the above-mentioned
parameter setting. From thef contours, it was observed that with
increasing Le, the region that corresponds to the zerof h gradients
increases, which supports a reduction in the flow region. Tempera-

Fig. 7 Local Nusselt number plots with „a… varying B , „c… varying Le and corresponding average Nusselt number plots are in „b…
and „d…, local Sherwood number plots with varying Le in „e… and corresponding average Sherwood number plots in „f ….
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ture and concentration contours for Le50.05, 1, 5 are presented in
Figs. 8~d!–8~i!. As Le being the ratio of thermal and mass diffu-
sivity, an increase in Le shows greater thermal diffusive forces
and a reduction in mass diffusive forces. From the isotherms and
isoconcentration plots it is clear that increasing Le diffuses the
heat in a larger region and confines the diffusion of the species to
a smaller region. The plumelike structure covering almost the en-
tire region in the temperature contour corresponding to Le50.05
slowly disappears as Le increases, thus showing an enhancement
in the heat transfer. From the concentration contours it is clear that
as Le increases, the concentration of the species decreases and, for
large Le, becomes almost zero in the entire region.

4 Conclusion
The combined influence of mass and thermal stratification to-

gether with a non-Darcian assumption, has been analyzed on

double-diffusive natural convection from a wavy vertical wall to a
porous media. Results obtained can be summarized as follows:

• An almost-periodic variation has been observed in the local
Nu plots with a wavelength, in the absence or presence of Gr* .

• Increasinga, Gr* , ST , andSC are seen to reduce the local
and average Nu and Sh values, while increasingB enhances both.
Increasing Le reduces the local and average heat transfer and sig-
nificantly enhances the mass transfer along the wavy surface.

• Increasing thermal stratification increasingly limits the region
to which heat is spread and the opposite is noted with increasing
mass stratification.

• Increasing Gr* enhances the meaningful flow region,
whereas increasingST , SC , B, and Le are seen to confine this
region.

Fig. 8 T contours for „a… BÄ0, „b… BÄ2, and „c… BÄ4 with aÄ0.2, fÄ0 deg, Gr *Ä1, LeÄ1, STÄ0.05, and SCÄ0.025. T contours
in „d…–„f … and C contours in „g…–„i… corresponding to Le Ä0.05, 1, 5, respectively, with aÄ0.2, fÄ0 deg, Gr *Ä1, BÄ2, ST
Ä0.05, and SCÄ0.025.
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• IncreasingST favors the concentration transport to the porous
region increasingly farther from the wavy wall, whereas increas-
ing SC leads to increasing confinement of the concentration spread
region. Increasing botha and Gr* are observed to increaseT and
C values, whereas increasingB is seen to reduce both. Increasing
Le enhances the temperature and reduces the species concentra-
tion values in the porous region.

Nomenclature

ā 5 dimensional amplitude of the wavy surface
a 5 nondimensional amplitude of the wavy surface
B 5 buoyancy ratio@5bc(cw2c`,0)/b t(tw2t`,0)#
c 5 dimensional concentration of the dissolved species
C 5 nondimensional concentration of the dissolved spe-

cies @5(c2c`,x)/(cw2c`,0)#
Cf 5 dimensionless form drag constant@1# used in Gr*

expression
D 5 diffusion coefficient of the species
f 5 nonsimilar stream function@Eq. ~7!#
g 5 gravitational acceleration

Gr* 5 modified Grashof number@5Kgb t(tw2t`,0)K8/n2#
K 5 permeability of the porous medium

K8 5 inertia coefficient used in Gr* expression (5CfK
1/2)

, 5 wavelength parameter of the surface waves
Le 5 Lewis number (5a/D)
Nu 5 Nusselt number
Ra 5 modified Rayleigh number@5Kgb t,(tw2t`,0)/an#
sc 5 dimensional mass stratification term (5dc`,x /dx)
st 5 dimensional thermal stratification term (5dt`,x /dx)

SC 5 nondimensional mass stratification term$5@1/(cw
2c`,0)#/(dc`,x /dX)%

ST 5 nondimensional thermal stratification term$5@1/(tw
2t`,0)#/(dt`,x /dX)%

Sh 5 Sherwood number
t 5 dimensional temperature

T 5 nondimensional temperature@5(t2t`,x)/(tw2t`,0)#
u,v 5 dimensional velocity components
x,y 5 dimensional Cartesian coordinates

X,Y 5 nondimensional Cartesian coordinates
a 5 almost less than
s 5 almost greater than

Greek Symbols

a 5 thermal diffusivity
bc 5 coefficient of mass expansion@52(1/r)(]r/]c)P,t#
b t 5 coefficient of thermal expansion

@52(1/r)(]r/]t)P,c#
s 5 sinusoidal wavy curve@s(X)5

a
p sin(pX2f)#

j,h 5 transformed coordinate variables
r 5 fluid density

C̄ 5 dimensional stream function
(u5]C̄/]y,v52]C̄/]x)

C 5 nondimensional stream function (5C̄/a)
n 5 kinematic viscosity
f 5 phase of the wavy surface

Subscripts

0,` 5 ambient points
P 5 pressure
w 5 evaluated at the wall
x 5 evaluated at pointx
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A Novel Methodology for Thermal
Analysis of a Composite System
Consisting of a Porous Medium
and an Adjacent Fluid Layer
An innovative methodology is presented for the purpose of analyzing fluid flow and heat
transfer in a porous–fluid composite system, where the porous medium is assumed to have
a periodic structure, i.e., solid and fluid phases repeat themselves in a regular pattern.
With the present method, analytical solutions for the velocity and temperature distribu-
tions are obtained when the distributions in the adjacent fluid layer are allowed to vary in
the directions both parallel and perpendicular to the interface between the porous me-
dium and the adjacent fluid layer. The analytical solutions are validated by comparing
them with the corresponding numerical solutions for the case of the ideal composite
channel, and with existing experimental data. The present analytical solutions have a
distinctive advantage in that they do not involve any unknown coefficients resulting from
the previous interfacial conditions. Moreover, by comparing interfacial conditions derived
from the present study with the stress- and flux-jump conditions developed by previous
investigators, the unknown coefficients included in the stress- and flux-jump conditions
are analytically determined and are shown to depend on the porosity, the Darcy number
and the pore diameter.@DOI: 10.1115/1.1863273#

1 Introduction
A composite system, consisting of a porous medium and an

adjacent fluid layer, is used in various engineering applications
@1#. For example, a composite system can be found in the follow-
ing applications: Drying processes, solid-matrix heat exchangers,
electronics cooling, thermal insulation, heat pipes, nuclear reac-
tors, and porous journal bearings. Due to the numerous applica-
tions, there have been many attempts to examine fluid-flow and
heat-transfer characteristics in composite systems. For correct
analysis of fluid flow and heat transfer in composite systems, im-
position of appropriate conditions at the interface is very impor-
tant. This is because interfacial conditions significantly affect final
solutions for velocity and temperature distributions. For that rea-
son, many investigators have proposed different types of interfa-
cial conditions between the porous medium and the adjacent fluid
layer, as summarized and compared in the work of Alazmi and
Vafai @2#.

The study on hydrodynamic interfacial conditions stems from
the work of Beavers and Joseph@3#. They performed experiments
and postulated that there exists a slip in velocity at the interface,
i.e., the interfacial velocity is not equal to the Darcian velocity in
the porous medium. Neale and Nader@4# pointed out that the slip
in velocity occurred because Darcy’s law was used inside the
porous medium. They proposed continuous interfacial conditions
for both velocity and shear stress which can be used when the
Brinkman term is introduced into Darcy’s law. Since then, many
investigators@5–8# had accepted the use of continuous interfacial
conditions to analyze fluid flow in composite channels until Nield
@9# claimed that discontinuity occurs in shear stress at the inter-
face. He claimed that continuity in shear stress is inappropriate at
the interface while continuity in velocity is valid there. He pointed
out that shear stress is continuous over the fluid~or pore!portion
of the interface, but that this continuity breaks down over the solid
~or matrix! portion of the interface. Recently, Ochoa-Tapia and

Whitaker @10,11# presented a mathematical model for the so-
called ~shear! stress-jump condition based on the volume-
averaging technique of momentum equations.

As for thermal interfacial conditions, most conditions found in
the literature are proposed for the one-equation model in analyz-
ing heat transfer through a porous medium@5,6,12–14#. The one-
equation model is appropriate under the assumption of local ther-
mal equilibrium. When this condition of local thermal equilibrium
is far from reality, the one-equation model needs to be replaced
with the two-equation model, which treats the fluid part and the
solid part in the porous medium separately. The trend is moving
toward using the two-equation model because in many practical
engineering applications the fluid temperature deviates greatly
from the solid temperature in a porous medium. Nevertheless,
thermal interfacial conditions for the two-equation model have
rarely been suggested. Recently, Ochoa-Tapia and Whitaker@15#
have done a pioneering work by developing the so-called~heat!
flux-jump conditions which can be used together with the continu-
ous temperature condition over the fluid portion of the interface.
However, the stress- and flux-jump conditions have an inherent
problem; they involve unknown coefficients, which need to be
fitted experimentally or numerically. The former involves the
stress-jump coefficientb, and the latter includes the so-called
boundary heat transfer coefficient,hbs . The practical use of the
stress- and flux-jump conditions has been hampered due to insuf-
ficient information on these coefficients. To the authors’ knowl-
edge, there are only a few studies dealing with those coefficients,
including the one in which Ochoa-Tapia and Whitaker@11# tried
to determineb using the experimental data of Beavers and Joseph
@3#. For that reason, in the study of Kuznetsov@12#, arbitrary
values forb were taken as ifb was an independent parameter,
even though it depends on the system characteristics.

The purpose of the present paper is to present a novel method
for analyzing fluid flow and heat transfer in a porous–fluid com-
posite system without invoking the above-mentioned unknown
coefficients. In the proposed method, velocity and temperature
profiles in the adjacent fluid layer are allowed to vary in the di-
rections both parallel and perpendicular to the interface between
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the porous medium and the adjacent fluid layer, where solid and
fluid phases repeat themselves in a regular pattern. Analytical so-
lutions free from any unknown coefficients for velocity and tem-
perature distributions are obtained for a homogeneous porous–
fluid composite channel. The validity of the analytical solutions
obtained from the present method is confirmed both numerically
and experimentally. An ideal composite channel, which was pre-
viously used in the studies of Taylor@16# and Richardson@17#, is
introduced for numerical validation. In addition, the analytical so-
lutions are validated by comparing them with the experimental
data of Beavers and Joseph@3#. The interfacial conditions, derived
from the continuities of shear stress and heat flux between two
phases of the porous medium and the contacting fluid layer, bear a
favorable comparison with the stress- and flux-jump conditions of
Ochoa-Tapia and Whitaker@10,15#. Finally, through the compari-
son of the proposed interfacial conditions with the stress- and
flux-jump conditions, we analytically determine the unknown co-
efficients appearing in the stress- and flux-jump conditions.

2 Mathematical Formulation
The problem under consideration in this paper is forced con-

vective fluid flow and heat transfer in the composite channel oc-
cupied by a porous medium and an adjacent fluid layer. The po-
rous medium is isotropic and homogeneous. In addition, the
porous medium is assumed to have a periodic structure, i.e., its
solid and fluid phases repeat themselves in a regular pattern, as
shown in Fig. 1. The fluid is flowing uniformly parallel to the
interface between the porous medium and the adjacent fluid layer
~hereafter the porous–fluid interface! in the x-direction. The top
surface of the channel (y5s) is insulated, and the bottom surface
(y52H) is uniformly heated. In analyzing the problem, the flow
is assumed to be laminar and both hydrodynamically and ther-
mally fully developed. All thermo-physical properties are assumed
to be constant. For convenience of mathematical formulation, we
introduce the following dimensionless parameters:

U5
u

H2S 2
1

m f

dp

dxD
, u5

T2Tw

q9~H1s!

kf

, Y5
y

H
(1)

whereU, u, H, p, m f , u, T, q9, s, andkf are dimensionless ve-
locity, velocity, height of the porous medium, pressure, fluid vis-
cosity, dimensionless temperature, temperature, uniform heat flux,
thickness of the fluid layer, and fluid conductivity, respectively.

2.1 Velocity Distributions

2.1.1 Previous Approach with the Stress-Jump Condition
The following equations, which are written in the dimensionless
form with the parameters defined in Eq.~1!, have been used in
previous analyses for the porous medium and for the adjacent
fluid layer @3–12#.
In the porous medium(21<Y<02)

d2^U& f

dY2 2
^U& f

Da
521 (2)

^U&s50 (3)

In the adjacent fluid layer(01<Y<S)

d2^U&
dY2 521 (4)

where Da5K/«H2. Also, ^ & f , and ^ &s denote the volume-
averaged values over the fluid phase and the solid phase of the
porous medium, respectively. Similarly,^ & denotes the volume-
averaged value over the adjacent fluid layer. Equations~2!–~4! are
averaged in thez-direction, and can be analytically solved by
using the appropriate interfacial conditions at the porous–fluid
interface. Several interfacial conditions are already reviewed in
the Introduction section. Among them, the stress-jump condition
along with the continuous velocity condition, suggested by
Ochoa-Tapia and Whitaker@10#, is given by

d^U& f

dY U
y502

2
d^U&
dY U

y501

5
b

A«Da
Ui (5)

^U& f uy5025^U& f uy501 (6)

whereUi is the superficial averaged velocity at the porous–fluid
interface. The coefficientb appearing in the so-called stress-jump
condition, Eq.~5!, is an unknown coefficient. It should be fitted
experimentally or numerically. To overcome the extra work in
determining the unknown coefficient, we propose a method for
obtaining an analytical solution for the velocity distribution with-
out invoking the unknown coefficient.

2.1.2 Present Approach.The governing equations for the
porous medium are the same as Eqs.~2! and ~3!. On the other

Fig. 1 Schematic of a composite system consisting of a porous medium
and an adjacent fluid layer
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hand, instead of using Eq.~4!, Eq. ~7! is used as the governing
equation for the adjacent fluid layer in this study.
In the adjacent fluid layer(01<Y<S)

]2U

]Z2 1
]2U

]Y2 521 (7)

Here we should address the difference between the present
method and the existing methods and the reason why we propose
the present method. Previous investigators@4–12# used Eqs.~2!–
~4! when they tried to analyze fluid flow in the composite system
with proper interfacial conditions, such as the continuous velocity
and stress conditions@4#, and the stress-jump condition with the
continuous velocity condition@10#. Many investigators had fre-
quently used the continuous velocity and stress conditions in the
past, but the stress-jump condition with the continuous velocity
condition has recently been accepted as the most appropriate in-
terfacial condition. However, the discontinuity in shear stress
across the fluid portion of the interface is not familiar from a
viewpoint of classical fluid mechanics. Physically speaking, there
is no reason why there exists discontinuity in shear stress across
the fluid portion of the interface. The problem arises due to the
fact that the governing equation for the adjacent fluid layer, Eq.
~4!, does not allow a variation in thez-direction~direction parallel
to the porous-fluid interface and perpendicular to the flow direc-
tion!. In the porous medium, two average values for the velocity
exist ~at a fixedy!: The average velocity in the solid phase is zero,
and that in the fluid phase is nonzero. On the other hand, only one
value for the velocity~at a fixedy! is associated with the one-
dimensional momentum equation, Eq.~4!. This mismatch in the
number of dependent variables across the porous–fluid interface
results in the claim that there exists a discontinuity in shear stress
across the interface between the porous medium and the adjacent
fluid layer @9#. We are trying to resolve this problem by using the
two-dimensional equation, Eq.~7!. With this equation, the veloc-
ity in the adjacent fluid layer is allowed to vary in the directions
both parallel and perpendicular to the porous–fluid interface, i.e.,
the velocity in the adjacent fluid layer is expressed as a function of
y and z. The two-dimensionality allows the velocity at the inter-
face to be zero in the fluid layer contacting the solid phase of the
porous medium and to have a finite value in the fluid layer con-
tacting the fluid phase of the porous medium.

When a homogeneous porous–fluid composite channel having
a porous medium with periodic structure~solid and fluid phases
repeating in a regular pattern!, is considered, velocity and tem-
perature distributions along the interface vary periodically, as
shown in Fig. 2~a!. Along the interface, two representative values
exist: The volume-averaged velocity for the fluid portion~a non-
zero velocity,Ui /«), and that for the solid portion~zero value!.
The periodic distribution can be mathematically expressed in
terms of the Fourier cosine series as follows:

U~Z!uY5015UiF112(
n51

`
sin~«np!

«np
cosS npZ

L D G (8)

where L is one-half of a period and related to half of the pore
diameterDp ~the characteristic length of the fluid phase of the
porous medium!as

L5
Dp

2«
(9)

The Fourier series not only represent the function on the given
interval of (2L,L) but also give the periodic extension outside of
this interval. At the interface of the porous medium, the velocity
condition for the fluid portion is

^U& f uY5025Ui /« (10)

The no-slip conditions are satisfied on the bottom and the upper
surfaces as follows:

^U& f uY52150 (11)

UuY5S50 (12)

In addition, at the planes of symmetry, the velocity gradient is
zero.

]U

]ZU
Z50

5
]U

]ZU
Z5L

50 (13)

Here it is noted that another condition is required at the interface
since the interfacial velocityUi is not known. For mathematical
convenience, the interfacial velocity is treated as a known quantity
in this section and will be determined in the following section
using another condition for shear stress at the fluid portion of the
interface. By integrating Eq.~2! twice with Eqs.~10! and~11!, the
velocity distribution for the fluid phase in the porous medium
becomes

^U& f5C1 coshS Y

ADa
D 1C2 sinhS Y

ADa
D 1Da, 21<Y<02

(14)

where C15Ui /«2Da and C25C1 /tanh(1/ADa)
1Da/sinh(1/ADa).
By using the method of separation of variables, Eq.~7! is solved
with Eqs.~8!, ~12!, and~13! as

Fig. 2 Distributions of „a… velocity and „b… temperature along
the porous–fluid interface
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U52
1

2
Y21S S

2
2

Ui

S DY1Ui

12Ui(
n51

`

Cn sinhS np~S2Y!

L D cosS npZ

L D , 01<Y<S

(15)

where Cn5
sin~«np!

«np sinhS npS

L D .

2.2 Temperature Distributions. A treatment similar to the
fluid flow analysis is employed for heat transfer in the porous–
fluid composite system.

2.2.1 Previous Approach with the Flux-Jump Conditions.As
the governing equations for the porous medium, the two-equation
model is used without resorting to the local thermal equilibrium
assumption. The two-equation model is written in the dimension-
less form as

d2^u&s

dY2 5
H2hs f

kse
~^u&s2^u& f !, 21<Y<02 (16)

d2^u& f

dY2 1
H2hs f

kf e
~^u&s2^u& f !5P^U& f 21<Y<02 (17)

where P5@1/(11S)#21/Um . Note that the energy balance re-
quirement@18#

r fcfum~H1s!
]^T&
]x

5q9 (18)

is used in reducing the right-hand side of Eq.~17!. The volume-
averaged governing equation for heat transfer in the adjacent fluid
layer has been used as follows@5,6,12–14#:

]2^u& f

]Y2 5PU, 01<Y<S (19)

Equations~16!, ~17!, and~19! are solved with the following flux-
jump conditions, suggested by Ochoa-Tapia and Whitaker@15#,

kf e

d^u& f

dY U
Y502

5kf

d^u& f

dY U
Y501

2hbsH~u f i2usi! (20)

kse

d^u&s

dY U
Y501

5hbsH~u f i2usi! (21)

together with the temperature condition at the interface,

u i5u f i (22)

whereu f i , usi , andu i are dimensionless interfacial temperature
of the fluid phase in the porous medium, that of the solid phase in
the porous medium and that of the fluid phase in the adjacent fluid
layer, respectively. Also,hbs , the so-called boundary heat transfer
coefficient, is an unknown coefficient and needs to be determined
in advance for closure. To resolve the same issue raised in the
previous section, a method for obtaining an analytical solution for
the temperature distributions without invoking the unknown coef-
ficient is proposed in the following section.

2.2.2 Present Approach.The governing equations for the
temperature distributions in the porous medium are identical to
Eqs. ~16! and ~17!. Just like in the fluid flow analysis, the two-
dimensional energy equation is employed for the adjacent fluid
layer.

]2u

]Z2 1
]2u

]Y2 5PU, 01<Y<S (23)

Note that the temperature for the adjacent fluid layer is expressed
as a function ofy andz so that the temperature variation along the
interface of the overlying fluid layer can be accounted for in the
proposed method. Along the interface, the two representative val-
ues are periodically repeated, as shown in Fig. 2~b!: One is a
volume-averaged temperature over the solid portion and the other
over the fluid portion along the interface. Using the same ap-
proach adopted above for fluid flow analysis, the interfacial tem-
perature in the adjacent fluid layer is expressed in terms of the
Fourier cosine series as

u~Z!uY5015«Tf i1~12«!Tsi12~Tf i

2Tsi!(
n51

`
sin~«np!

np
cosS npZ

L D (24)

The continuity of temperature across the interface for the two
phases of the porous medium is expressed, respectively, as fol-
lows:

^u& f uY5025u f i , ^u&uY5025usi (25)

The boundary conditions on the bottom and upper surfaces are as
follows:

^u& f uY52150, ^u&suY52150 (26)

]u

]YU
Y5S

50 (27)

In addition, at the planes of symmetry, the temperature gradient is
zero.

]u

]ZU
Z50

5
]u

]ZU
Z5L

50 (28)

For a simple mathematical formulation, we introduce the follow-
ing two variables@19#,

u15us2u f , u25kseus1kf eu f (29)

With these two variables, Eq.~16! is rearranged as

d2u1

dY2 2A2u152P^U& f (30)

whereA5AH2hs f(1/kse11/kf e).
Similarly, Eq. ~17! is rearranged as

d2u2

dY2 5kf eP^U& f (31)

Integrating Eqs.~30! and~31! subject to Eqs.~25! and~26! yields

u15C3 cosh~AY!1C4 sinh~AY!1D1 coshS Y

ADa
D

1D2 sinhS Y

ADa
D 1D3 (32)

u25kf PDaH C1 coshS Y

ADa
D 1C2 sinhS Y

ADa
D 1

«Y2

2 J
1C5Y1C6 (33)

where

D15
P

«
C1Y S 2

1

Da
1A2D , D25

P

«
C2Y S 2

1

Da
1A2D ,

D35
PDa

A2

Journal of Heat Transfer JUNE 2005, Vol. 127 Õ 651

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D45F ~2D12D3!cosh~A!1D1 coshS 1

ADa
D 2D2 sinhS 1

ADa
D

1D3GY sinh~A!

D55kf PDaFC1 coshS 1

ADa
D 2C2 sinhS 1

ADa
D 1

«

2
2C1G

C35usi2u f i2D12D3

C45
usi2u f i

tanh~A!
1D4

C55kseusi1kf eu f i1D5

C65kseus,i1kf eu f ,i2kf PDaC1

Finally, analytical solutions for the temperature distributions in
the porous medium are obtained as

us5
1

kse1kf eF kf e3H C3 cosh~AY!1C4 sinh~AY!1D1 coshS Y

ADa
D 1D2 sinhS Y

ADa
D 1D3J

1kf PDaH C1 coshS Y

ADa
D 1C2 sinhS Y

ADa
D 1

«Y2

2 J 1C5Y1C6

G (34)

u f5
1

kse1kf eF 2kse3H C3 cosh~AY!1C4 sinh~AY!1D1 coshS Y

ADa
D 1D2 sinhS Y

ADa
D 1D3J

1kf PDaH C1 coshS Y

ADa
D 1C2 sinhS Y

ADa
D 1

«Y2

2 J 1C5Y1C6

G (35)

In addition, Eq.~23! is solved with Eqs.~24!, ~27!, and~28! by the
method of separation of variables to yield the temperature distri-
bution in the adjacent fluid layer:

u5PF2
Y4

24
1S S

2
2

Ui

S D Y3

6
1

Ui

2
Y22S S3

12
1

UiS

2 DYG1«u f i

1~12«!usi

1(
n51

` F PUiCn

L

np
~S2Y!coshS np~S2Y!

L D
1An coshS np~S2Y!

L D1Bn sinhS np~S2Y!

L D G
3cosS npZ

L D (36)

where

Bn52UiCnS L

np D 2

An5
1

coshS npS

L D F2~u f i2usi!
sin~«np!

np
2Bn sinhS npS

L D G
2.3 Determination of Interfacial Velocity and Temperature

So far, we have obtained the analytical solutions for velocity and
temperature profiles with their values at the interface assumed to
be known. In this section, we determine the interfacial values of
velocity Ui and temperaturesu f i , usi , and u i by applying the
matching conditions of shear stress and heat flux at the porous–
fluid interface. For this, conditions based on continuities of shear
stress and heat flux across the interface between each phase of the
porous medium and the adjacent fluid are applied. With the two-
dimensional velocity and temperature distributions for the adja-
cent fluid layer employed in the present study, we can obtain the
values of shear stress and heat flux over the fluid and solid por-
tions of the interface, separately. Over the fluid portion of the

interface, the continuity of shear stress at the interface between
the fluid phase of the porous medium and the adjacent fluid layer
is expressed as

d^U& f

dY U
Y502

5
1

Dp
E

0

Dp ]U

]YU
Y501

dZ (37)

Substituting Eqs.~14! and~15! into Eq. ~37! yields the interfacial
velocity as

U f i5

S

2
1ADaF 1

tanh~1/ADa!
2

1

sinh~1/ADa!
G

1

ADa tanh~1/ADa!
1

«

S
1

2

L (
n51

`
sin2~«np!

«np tanhS npS

L D
(38)

In a similar manner, continuities of heat flux at the interface be-
tween each of the solid and fluid phases of the porous medium and
the adjacent fluid layer are expressed, respectively, as follows:

kf e

d^u& f

dY U
Y502

5
1

L E0

Dp

kf

du

dYU
Y501

dZ (39)

kse

d^u&s

dY U
Y502

5
1

L EDp

L

kf

du

dYU
Y501

dZ (40)

Substituting Eqs.~34!–~36! into Eqs.~39! and ~40! yields

u f i5
nsmc2msnc

mfns2msnf
, and usi5

nfmc2mfnc

msnf2mfns
(41)

where

ms5
kse

kf e1kse
S kse1

A

tanh~A!
kf eD1kf~1

2«!(
n51

`
2 sin2~«np!

np
tanhS npS

L D
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mf5
kse

kf e1kse
S kf e2

A
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kf eD2kf~1

2«!(
n51

`
2 sin2~«np!

np
tanhS npS

L D
mc5kf~12«!F2PS S3

12
1

UiS

2 D G2
kse

kf e1kse
Fkf eS AD41
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kf e

kf e1kse
S kse2

A
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kseD

2kf«(
n51

`
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np
tanhS npS

L D
nf5

kf e

kf e1kse
S kf e1

A

tanh~A!
kseD

1kf«(
n51

`
2 sin2~«np!
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12
1

«U f iS
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kf e
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F2kseS D4A1

D2

ADa
D

1kf PDa
C2
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As shown in Eq.~38! for velocity and Eq.~41! for temperatures,
the interfacial velocity and temperature distributions based on the
present approach do not involve any unknown coefficients. By
determining the interfacial velocity and temperatures, we finally
have obtained the analytical solutions for velocity and temperature
distributions free from any unknown coefficients.

3 Validation of the Methodology
To validate the results of the present analysis, we introduce an

ideal composite system, as shown in Fig. 3. The ideal composite
system consists of a porous medium and an overlying fluid layer.
The porous medium has the shape of a microchannel heat sink
with vertical fins. This composite system was previously studied
by Taylor @16# and Richardson@17#. In the study of Kim and Kim
@20#, the fully shrouded microchannel was also treated as a porous
medium, and they obtained analytical solutions for the velocity
and temperature profiles. Due to a well-organized structure occu-

pied by the vertical fins, the numerical simulation of fluid flow
and heat transfer can be easily performed for the ideal composite
channel. The Navier–Stokes and classical energy equations for a
conjugate heat transfer problem are numerically solved based on
the control-volume method for the computational domain, as
shown in Fig. 3. The code used in the present numerical simula-
tion is already verified in Min et al.@21#.

For the microchannel heat sink, the porosity, the permeability
and the effective conductivities are represented as@19,20#

«5
wc

wc1wf
, K5

«wc
2

12
, kse5~12«!ks , kf e5«kf ,

C5
kse

kf e
(42)

and the product of the interstitial heat transfer coefficient and the
wetted area per volume is@20#

hs f5
10kf e

Wc
2 (43)

With these parameters for the microchannel structure, the analyti-
cal solutions for the velocity and temperature distributions are
obtained for the ideal composite channel. Figure 4 shows the com-
parison between the analytical solutions generated in this study
and the corresponding numerical solutions for the velocity and
temperature distributions, which are averaged along the
z-direction for the purpose of comparison. They are in excellent
agreement, within 3%. The present approach can be applied to a
porous medium with a regular pattern, such as a porous medium
made of cylinders, which was dealt with in the study of Sahraoui
and Kaviany@22#.

Moreover, we also confirm the validity of the present analysis
by comparing the present results with the experimental data of
Beavers and Joseph@3#. As shown in Fig. 5, the present analysis
accurately predicts the experimental data. In this figure, the quan-
tity F was defined in the paper of Beavers and Joseph@3# as the
fractional increase in mass flow rate through the channel with a
permeable lower wall compared to what it would be if the wall
were impermeable. In their experiments, three kinds of Foametal,
having permeability of 1.531025, 6.131025, and 12.7
31025 (in2), are used. Previously, Ochoa-Tapia and Whitaker
@11# also made the comparison between their results and Beavers
and Joseph’s experimental data. In their comparison, they fixed
the porosity of the Foametals to be 0.4 since Beavers and Joseph
did not mention the value of porosity used in their experiment. On
the other hand, we used the value of porosity ranging from 0.9 to
0.99 because Foametal typically has porosity higher than 0.9@23#.
In Fig. 5, for the case ofK512.731025 (in2), the analytical
results agree closely with the experimental data when«50.99,
and for the other cases, good agreements between the experimen-
tal and analytical results are obtained when«50.9. The maximum
error between the two solutions is found to be smaller than 20%.

4 Determination of the Unknown Coefficientsb and
hbs

By using the proposed method for analyzing fluid flow and heat
transfer in the porous–fluid composite system, we have obtained
analytical solutions for the velocity and temperature distributions,
and then validated them numerically and experimentally. The
present analytical solutions do not involve any unknown coeffi-
cients, unlike the solutions presented by previous investigators.
Therefore, they can be used to analytically determine the un-
known coefficients, such asb and hbs , required for the stress-
and flux-jump conditions. Analytical expression of the unknown
coefficients is advantageous because it helps us easily identify the
parameters involved and determine the relationship among those
parameters.

Fig. 3 Schematic diagram of the ideal composite channel
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The left-hand side of the stress-jump condition, Eq.~5!, is the
average shear stress just below the interface contacting the liquid
portion of the porous medium minus the average shear stress ex-
erted on the adjacent fluid just above the interface~divided by the
fluid viscosity!. This quantity is proportional to the average shear
stress exerted on the adjacent fluid by the contacting solid phase
of the porous medium along the interface. From the definition of
the averaging quantities and using Eq.~37!, the left hand side of
Eq. ~5! can be expressed as

d^U& f

dY U
y502

2
d^U&
dY U

y501

5
1

Dp
F E

0

Dp

~12«!
]U

]YU
Y501

dZ

1E
Dp

Dp /«

«
]U

]YU
Y501

dZG (44)

By employing the analytical solution for velocity, Eq.~15!, the
following interfacial condition for shear stress is obtained.

d^U& f

dY U
y502

2
d^U&
dY U

y501

52
2

Dp
(
n51

`
sin2~«np!

«np tanh~«npS/Dp!
Ui

(45)

Comparing Eqs.~5! and ~45! yields the unknown coefficientb
explicitly as

b52
2A«Da

Dp
(
n51

`
sin2~«np!

«np tanh~«npS/Dp!
(46)

The coefficientb depends on the porosity, the Darcy number, the
pore diameter and the thickness of the adjacent fluid layer. When
the condition ofS@Dp is satisfied for the composite channel@4#,
we have tanh(«npS/Dp)'1. For Foametal used in Beavers and
Joseph’s experiments@3#, we also have 2A«Da/Dp'0.5. When
these conditions are met, the variation ofb with respect to« is
plotted in Fig. 6. This figure shows that the value ofb is negative
and on the order of one. This trend forb confirms what Ochoa-
Tapia and Whitaker@10# predicted earlier: thatb is on the order of
one and either positive or negative. In another study of theirs@11#,
they determined the values ofb using the experimental data of

Fig. 4 Comparison between the analytical solution „dashed
line… and the numerical solution „solid line… for the ideal com-
posite channel in the case when «Ä0.533, DaÄ0.008533, S
Ä0.5, and CÄ114.1

Fig. 5 Comparison between the analytical results of the
present study and the experimental data of Beavers and Jo-
seph †3‡

Fig. 6 Variation of b with respect to « for the case of SšDp
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Beavers and Joseph. In their paper, the range ofb is found to be
from 21.0 to 1.47 when the porosity is arbitrarily assigned to be
0.4 for Foametal and Aloxite.

Similarly, interfacial conditions for heat transfer analysis are
derived by rearranging Eqs.~39! and~40! in the form of the flux-
jump conditions, and then by inserting the analytical solutions for
the temperature distributions, Eqs.~34!–~36!, into Eqs.~39! and
~40!:

kf e

d^u& f

dY U
Y502

5kf«
d^u& f

dY U
Y501

2~u f i2usi!hiH (47)

kse

d^u&s

dY U
Y502

5kf~12«!
d^u& f

dY U
Y501

1~u f i2usi!hiH (48)

wherehi is defined as the product of the interfacial heat transfer
coefficient and the interfacial area per unit volume at the interface.

The present interfacial conditions, Eqs.~47! and ~48! contain
similarities to the flux-jump conditions of Ochoa-Tapia and Whi-
taker @15#, Eqs. ~20! and ~21!. Both sets of equations contain
potentially identical convective terms between solid and fluid
phases along the interface. However, it is worth mentioning that
there exists a distinctive difference between the present interfacial
conditions and the flux-jump conditions. In terms of the normal
conduction from the porous medium into the adjacent fluid layer,
the present conditions include the terms representing normal dif-
fusive heat flux from each phase of the porous medium to the
adjacent fluid layer. On the other hand, only normal conduction
from the solid phase of the porous medium to the adjacent fluid
layer is considered in Ochoa-Tapia and Whitaker’s flux-jump con-
ditions.

The interfacial heat transfer coefficient is determined analyti-
cally:

hi5(
n51

` Fkf

H

2« sin2~«np!

npDp
tanhS «npS

Dp
D G (49)

From the definition of the Nusselt number, the dimensionless in-
terfacial heat transfer coefficient is simply expressed as

Nui5
~hiH !Dp

kf
5(

n51

` F2« sin2~«np!

np
tanhS «npS

Dp
D G (50)

Equation~50! shows that the interfacial Nusselt number depends
on the porosity, the pore diameter and the thickness of the adja-
cent fluid layer. Under the condition thatS@Dp , the variation of
the interfacial Nusselt number with respect to the porosity is

shown in Fig. 7. This figure shows that as the porosity increases,
the interfacial Nusselt number increases from 0 until it attains a
maximum value and decreases to 0. This is physically reasonable
because the interfacial Nusselt number should be zero when the
porosity is 0 and 1.

5 Conclusion
This paper presents a novel method for analyzing fluid flow and

heat transfer in a porous–fluid composite system, where the po-
rous medium has a periodic structure, i.e., solid and fluid phases
repeat themselves in a regular pattern. By using the present
method, analytical solutions for the velocity and temperature dis-
tributions are obtained when velocity and temperature are allowed
to vary in the adjacent fluid layer in the directions parallel and
perpendicular to the porous–fluid interface. The analytical solu-
tions are validated by comparing them with the corresponding
numerical solutions for the case of the ideal composite channel,
and with the experimental data of Beaver and Joseph. The present
analytical solutions have a distinctive advantage in that they do
not involve any unknown coefficients. Moreover, by comparing
the present interfacial conditions to the stress- and flux-jump con-
ditions developed by Ochoa-Tapia and Whitaker, the unknown
coefficientsb and hi , which always accompany the stress- and
flux-jump conditions, have been explicitly determined. It is also
shown that these unknown coefficients depend on the porosity, the
Darcy number and the pore diameter.
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Nomenclature

A 5 dimensionless quantity defined in Eq.~30!
c 5 specific heat of fluid@J kg21 K21#

Da 5 Darcy number, K/«H2

dp 5 pore diameter@m#
Dp 5 dimensionless pore diameter

h 5 product of interstitial heat transfer coefficient and
wetted area per volume@Wm23 K#

H 5 thickness of the porous medium@m#
L 5 dimensionless quantity for one half of a period
k 5 thermal conductivity@Wm21 K21#
K 5 permeability@m2#

Nu 5 Nusselt Number defined in Eq.~50!
p 5 pressure@Pa#
P 5 dimensionless quantity defined in Eq.~17!

q9 5 heat flux@W m22#
s 5 thickness of the overlying fluid space@m#
S 5 dimensionless thickness of the fluid space (5s/H)
T 5 temperature@K#
u 5 velocity @m/s#
U 5 dimensionless velocity

wf 5 width of fin in the ideal composite channel@m#
wc 5 channel width between two fins in the ideal compos-

ite channel@m#
Y 5 dimensionless vertical coordinate
Z 5 dimensionless horizontal coordinate

Greek symbols

b 5 stress-jump coefficient
« 5 porosity
m 5 viscosity @Pa s#
u 5 dimensionless temperature
r 5 density@kg m23#

^ & 5 spatial volume-averaged value
^ & f 5 volume-averaged value over the fluid phase
^ &s 5 volume-averaged value over the solid phase

Fig. 7 Variation of Nu i with respect to « for the case of
SšDp
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Subscripts

e 5 effective property
f 5 fluid
i 5 interfacial property

m 5 averaged property over the composite system
s 5 solid

w 5 wall
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The thermal contact conductance studies across gold-coated
oxygen-free high-conductivity copper contacts have been con-
ducted at different contact pressures in vacuum, nitrogen, and
helium environments. It is observed that the thermal contact con-
ductance increases not only with the increase in contact pressure
but also with the increase in thermal conductivity of interstitial
medium. The experimental data are found to be in good agreement
with the literature. @DOI: 10.1115/1.1865215#

1 Introduction
When two similar or dissimilar solids are brought into physical

contact in order to transmit heat, the thermal contact conductance
or the heat transfer coefficient for the junction is defined ashc
5Q/AaDT. The magnitude of contact conductance is a function
of various parameters, including the thermophysical and mechani-
cal properties of the materials, characteristics of the contacting
surfaces, presence of gaseous or nongaseous interstitial media,
contact pressure acting on the junction, and mean junction tem-
perature.

A majority of the contact resistance information is determined
experimentally in order to provide a measure of the thermal per-
formance of a specific configuration or system for a particular
application. The thermal resistance at the interface can often lead
to thermally induced failure of a component or a system as has
been frequently observed in the case of electronic systems. In fact,
techniques for enhancement of thermal performance of contacts
are continuously being researched to overcome some of the chal-
lenging thermal problems posed by the progressive miniaturiza-
tion of electronic components and systems. Use of soft surface
coatings is one such technique that has been suggested for better
thermal management in electronics@1,2#. Chung@3# studied the
variation of contact resistance with indium, lead, and aluminum
coatings on metals. Fletcher et al.@4# used both the vapor-
deposited silver and electroplated silver coatings between the
electronic components for the enhancement of thermal contact
conductance. Kang et al.@5# experimentally studied the enhance-
ment in contact conductance across aluminum contacts coated

with materials such as lead, tin, and indium. Antonetti and Yo-
vanovich@6# gave a thermomechanical model according to which
the thermal contact conductance across metallic coated contacts
depends on the effective hardness and thermal conductivity ratio
of that substrate-layer combination. When operated in a gaseous
media, the conductance of the junction is a combination of two
factors: the solid-solid joint conductance and the gap conductance.
Introduction of a gaseous medium in the interstitial space en-
hances the conductance of gap and, hence, the overall thermal
contact conductance of the junction. The gap conductance de-
pends mainly on the interstitial gas properties. Song@7# and He-
gazy @8# studied the gap conductance in N2 , Ar and He environ-
ments across nickel and stainless steel contacts. Yovanovich et al.
@9# developed a sophisticated statistical model~or integral model!
to predict thermal gap conductance between conforming rough
surfaces, which was later presented in a simplified form by Song
@7#. Recently, Bahrami et al.@10# gave a new gap conductance
model, which agrees well with the integral model as well as with
the experimental data of Song@7# and Hegazy@8#.

The objective of the present investigation is to study the varia-
tion in thermal contact conductance with contact pressure across
gold-coated oxygen-free high-conductivity~OFHC! copper con-
tacts in different environments. Gold possesses a reasonably high
value of thermal conductivity. It is a relatively softer material than
copper and presents a stiff resistance to oxidation in normal con-
ditions.

2 Experimentation
A detailed description of the test setup can be found elsewhere

@11#. The specimens are prepared from a single OFHC copper bar
to ensure identical material properties. The specimens are ma-
chined to a cylindrical shape having 25 mm diam and 25 mm
length. For placing thermocouples, three holes are drilled into
each specimen along the radial direction to a depth of 12.5 mm
from the curved surface~up to the axis!. The end surfaces of the
specimens are polished with fine-grit emery paper. Care has been
taken to minimize the convexity while polishing the surface. A
pair of such prepared samples is coated with 0.2mm thick gold by
the thermal evaporation technique. The surface characteristics of
these gold-coated specimens are measured using the Form Taly-
surf ~Taylor Hobson, UK!. The surface microhardness measure-
ments are made with the help of a Vicker’s microhardness tester
~HMV 2000 Shimadzu!. The obtained values are given in Table 1.
Experiments are conducted on gold-coated OFHC copper contacts
in vacuum, nitrogen, and helium environments~gas pressure at 1.5
bar!, at a fixed heat flow rate of 50 W. The detailed measurement
procedure is given in@11#. The maximum uncertainty in the mea-
surement of thermal contact conductance is approximately64%.

3 Results and Discussion
Variation in thermal contact conductance across gold-coated

OFHC copper contacts with contact pressure in vacuum, nitrogen,
and helium environments is shown in Fig. 1. The experimental

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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data are compared to theoretical values calculated using the fol-
lowing models. According to Yovanovich@12#, for clean metallic
contacts in vacuum,

hc51.25ksS m

s D S P

H D 0.95

The thermomechanical model by Antonetti et al.@6# predicts the
thermal contact conductance across coated contacts as

hc85
hc

C S H

H8D
0.93

The value of theC is obtained to be 1.53 from the tables given by
Antonetti @13#.

The gap conductance in gaseous environments is calculated ac-
cording to the model by Bahrami et al.@10# as

hg85
kg

M1A2sFerfc21S 2P

H8 D G
where

M5H 22TAC

TAC J S 4g

11g D L

Pr

and

TAC5expF20.57S Ts2273

273 D G S Mg*

6.81Mg*
D

1
2.4m

~11m!2 H 12expF20.57S Ts2273

273 D G J
The value of erfc21 is approximated as

erfc21~x!5
1

0.21810.735x0.173
, 1029<x<0.02

Now the overall joint conductance is given by

hj85hc81hg8

The required gas properties and constants are taken from@10#. The
values of TAC for He-Au and N2-Au combinations are found to
be 0.32 and 0.76, respectively. These values are in good agree-
ment with those calculated by other researchers, tabulated in@14#.
The overall joint conductance is found to be high in both He and
N2 environments that are in vacuum because of the addition of
gap conductance. The gap conductance in He is higher compared
to that of N2 , as the thermal conductivity of He~0.17 W/m K! is
higher than that of N2 ~0.03 W/m K!. The experimental data in
vacuum is in very good agreement with the theoretical model,
whereas in the case of nitrogen and helium, the deviation between
the model values and the experimental values is marginal.

4 Conclusion
Variation of thermal joint conductance with contact pressure

studies across gold-coated OFHC Cu contacts in vacuum, He, and
N2 environments revealed that the higher thermal conductivity
media contributes more in the transfer of heat across the intersti-
tial gaps and, consequently, enhances the overall thermal contact
conductance of the joint.

Nomenclature

A 5 area of contact, m2

C 5 constriction parameter correction factor
erfc21 5 inverse complementary error function

H 5 Vickers microhardness, MPa
H8 5 effective microhardness of soft layer on harder sub-

strate, MPa
h 5 thermal contact conductance, W/m2 K
k 5 thermal conductivity, W/m K

M 5 gas parameter, m
Mg 5 molecular weight of gas
Ms 5 molecular weight of solid

Mg* 5 HMg for monatomic gases
1.4Mg for diatomic/polyatomic gases

m 5 combined average asperity slope (5Am1
21m2

2)
P 5 apparent contact pressure, MPa
Pr 5 Prandtl number
Q 5 heat flow rate, W
T 5 temperature, K

TAC 5 thermal accommodation coefficient
DT 5 interface temperature drop, K

s 5 combined rms roughness, m, (5As1
21s2

2)
m 5 5Mg /Ms
g 5 ratio of gas specific heats
L 5 mean-free path, m

Superscripts.
In general, prime~8! indicates the layer/coating.

Subscripts.

a 5 apparent
c 5 contact
g 5 gas
j 5 joint/combined
s 5 solid
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This study presents a numerical analysis of electrokinetic mass
transport in a microchannel with Joule heating effects. A nonuni-
form electric field caused by the presence of the Joule heating is
considered in the model development. Numerical computations for
electrokinetic mass transport under Joule heating effects are car-
ried out using the Crank-Nicolson scheme of second-order accu-
racy in space and time for two different cases: (i) the translating
interface and (ii) the dispersion of a finite sample plug. The simu-
lations reveal that the presence of Joule heating not only causes
the sample species to transport faster, but also causes the sample
peak to decrease and the sample band to deviate from its flat
interface or pluglike shape.@DOI: 10.1115/1.1865216#

Keywords: Electrokinetic Mass Transport, Joule Heating, Crank-
Nicolson Scheme

1 Introduction
Electrokinetic mass transport has found applications in capil-

lary electrophoresis systems used for chemical analysis and bio-
medical diagnosis. Electrokinetic transport of sample species ex-
ploits the phenomena of electroosmosis and electrophoresis.
Electroosmosis refers to the bulk movement of an aqueous solu-
tion adjacent to a charged solid surface due to an applied electric
field. Electrophoresis refers to the migration of charged particles
in an electrolyte under the influence of an applied electric field
@1#.

Numerous studies have been reported on the electroosmotic
flow ~EOF! and electrokinetic mass transport in various micro-
channels@2–5#, and the flat EOF velocity profiles and pluglike
sample band shape are usually obtained in these studies in which
Joule heating effects are neglected. However, Joule heating is gen-
erated when an electric field is applied across conductive liquids.
Such Joule heating can induce a temperature field that would have
an impact on the EOF and sample transport. Previous studies@6,7#
have demonstrated that the Joule heating effects can result in low
column separation efficiency and may lead to the decomposition
of thermally labile samples and the formation of gas bubbles.
Recently, Joule heating and its effects on the transient and steady-
state EOF and the sample species transport were numerically ex-
amined using the power-law scheme@8,9#, which suffers the so-
called numerical pseudo diffusion due to very low mass
diffusivity of sample species@10#. Furthermore, a constant applied
electric field was assumed in existing studies. This assumption is
not valid in the presence of the Joule heating induced temperature

field because the electrical conductivity of electrolytes is depen-
dent on temperature. Otherwise, the conservation of electric
charges will be violated.

In this study, an attempt is made to numerically analyze the
electrokinetic mass transport in a microchannel under Joule heat-
ing effects with consideration of a nonuniform electric field in the
model development. Specifically, the Crank-Nicolson scheme is
used to minimize the numerical pseudo diffusion.

2 Mathematical Modeling

2.1 Governing Equations. Consider electrokinetic trans-
port of sample species between two reservoirs through a cylindri-
cal microcapillary~with inner radiusR, wall thicknessD, and
length L as shown in Fig. 1!filled with an electrolyte solution.
Such an electrokinetic transport process is governed by the gen-
eral mass transport equation, which can be formulated as@8,9#
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whereCs is the sample concentration.D(T)5D0(110.025DT)
is the temperature-dependent mass diffusivity.uep5uep0(1
10.03DT) andvep5vep0(110.03DT) are the electrophoretic ve-
locity components along the axial and radial direction, respec-
tively. The subscript 0 denotes the parameters at room temperature
~298 K! unless otherwise specified.u andv are the EOF velocity
components along the capillary axial and radial direction, respec-
tively.

According to Tang et al.@8#, the time scale for the EOF to reach
its steady state in a capillary is much smaller when compared to
the characteristic time for sample transport and separation in cap-
illary electrophoresis systems. Hence, the EOF is considered to be
steady state and is governed by the modified Navier-Stokes equa-
tions as
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wherer is the electrolyte density,p is the hydrostatic pressure,
m(T)5(2.761/106)e1713/T is the electrolyte viscosity,re is the lo-
cal net charge density due to the electric double layer~EDL!. In
this study, the electrical potential is assumed to be decoupled as a
linear superposition of the EDL potentialc and the nonuniform
applied electrical potentialw, governed by the Poisson-Boltzmann
and the Laplace equations, respectively@1#,
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wherekb is the Boltzmann constant,n0 is the bulk ionic number
concentration of the electrolyte,s is the valence of the ions,«0 is
the permittivity of vacuum,e is the fundamental charge,«(T)
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5305.7e2T/219 is the electrolyte dielectric constant, andl(T)
5l1h11l2h2 is electrical conductivity of the electrolyte. Fur-
thermore,l1(2)5l1(2)010.025l1(2)0DT are the ionic conduc-
tivities of the cations and anions, respectively.h1 andh2 are the
local mole concentration of the cations and anions, respectively,
and are given by the Boltzmann distribution@1#.

Following the analysis of Tang et al.@8#, the Joule heating in-
duced temperature field of the electrolyte in a capillary is de-
scribed by the steady-state energy equation as
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where cp and kl(T) are the specific heat capacity and the
temperature-dependent thermal conductivity of the electrolyte, re-
spectively. Since the temperature at the inner capillary wall is
unknown, a conjugated heat conduction equation in the capillary
wall is considered as
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whereks is the thermal conductivity of the capillary. By referring
to commercially available capillary electrophoresis systems, we
assume the microcapillary is cooled in a thermostat@6,7#.

2.2 Initial and Boundary Conditions. Two cases are con-
sidered for electrokinetic mass transport: in Case I, the sample
species is continuously supplied from the inlet reservoir, namely,
the translating interface; and Case II considers a finite length plug
of sample species that is injected from the inlet and then flows
down the channel, namely, the dispersion of a finite sample plug.
Both cases are usually encountered in the sample loading and
separation processes of the capillary electrophoresis systems and
the corresponding initial and boundary conditions are

The initial conditions ~ t50! Case I:Cs50.0

Case II:HCs51.0 ~z<0.02L!

Cs50.0 ~z.0.02L!
(5a)

It should be noted that in Case II, the plug length of the injected
sample is arbitrarily chosen as 2% of the capillary length in Eq.
~5a!. The choice of such an initial condition is solely to facilitate
numerical computations. Strictly speaking, the more rigorous one
is Cs5(ms /A)d(z) ~herems is the sample mass,A is the capillary
cross-sectional area, andd(z) is the mathematical Dirac function!.

For t.0, the boundary conditions for all governing equations
are
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whereh is the heat transfer coefficient outside the capillary wall
@7#, Tf is the thermostat temperature, andz is the zeta potential of
the capillary wall.

3 Numerical Method
Since the governing equations for the EOF velocity field~Eq.

~2!!, the EDL and applied electrical potential distributions~Eqs.
~3a! and~3b!! and the Joule heating induced temperature fields in
the electrolyte solution and the capillary wall~Eqs.~4a! and~4b!!
are coupled together through the temperature-dependent param-
eters, they have to be simultaneously solved. Afterward, the con-
centration distributions of sample species for two cases can be
found by numerically solving Eq.~1!. The finite volume method
~FVM! based numerical method is used to solve these governing
equations@11#. The Crank-Nicolson scheme@12# is used to dis-
cretize the differential equations. Such a scheme, using the aver-
age variable value at current time (t11) and previous time~t!, is
a second-order scheme in both time and space, expressed by
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X 2F t
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]X D
t11
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where X denotes the general coordinate of the control volume
~i.e., r, z!. Our study shows that due to very low mass diffusivity
of sample species, use of a high-order numerical scheme is nec-
essary to simulate electrokinetic mass transport so that the so-
called numerical pseudo diffusion can be minimized@10#.

4 Results and Discussion
In calculation, a 0.1 M NaCl electrolyte is used and the capil-

lary zeta potential isz5250 mV. A fluorescein dye is chosen as
the sample species, and its mass diffusivity and electrophoretic
mobility are D054.37310210 m2/s and mep052.04
31028 m2/V s ~at 298 K!, respectively@13#. The capillary is
made from silica glass with dimensionsL550 mm, R
5100mm, andD570 mm ~Polymicro Technologies, USA!. The
computation domain for the Joule heating induced temperature
field includes both the inner channel and the capillary wall.

For Case I, the translating interface, the computed sample con-
centration distributions are shown in Fig. 2~a! for axial variation
of the cross-sectional average of the sample concentration and
Fig. 2~b! for time evolution of the sample concentration distribu-
tions. Without the Joule heating effects, the sample concentration
exhibits a flat interface as shown in Fig. 2~b!. In the presence of
Joule heating, it can be seen from Figs. 2~a! and 2~b! that the
sample transports much faster due to an increase of the EOF ve-

Fig. 1 Schematic of a circular microcapillary and the cylindri-
cal coordinate system
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locity. In addition, as the sample electrophoresis mobility in-
creases with increasing temperature, the radial temperature varia-
tion gives rise to a change of the sample axial electrophoresis
mobility along the radial direction and, hence, distorts the trans-
lating interface as shown in Fig. 2~b!.

The simulation results of Case II, the dispersion of a finite
sample plug, are presented in Fig. 3~a! for axial variation of the
cross-sectional average of the sample concentration and Fig. 3~b!
for time evolution of the sample concentration distributions. As
shown in Fig. 3, in the absence of Joule heating, the sample band
exhibits a pluglike shape, which is desirable for the detection in
capillary electrophoresis systems. With the Joule heating effects,
for the same reasons discussed earlier, the Joule heating induced
temperature field not only causes the samples to transport faster,
but also makes the sample peak decrease and the sample band
deviate from its original pluglike shape. These findings suggest
that as Joule heating is concerned, the dispersive effects on sample
band shapes need to be considered in the design and operation of
capillary electrophoresis systems.

5 Conclusion
Electrokinetic mass transport under Joule heating effects is

modeled with consideration of a nonuniform electric field. The
model shows that the Joule heating effects on the sample concen-
tration distributions are through the temperature-dependent pa-
rameters, including the solution dielectric constant, electrical con-
ductivity, and viscosity, as well as the electrophoretic mobility and
mass diffusivity of sample species. The second-order Crank-
Nicolson scheme is used to study electrokinetic mass transport

under the Joule heating effects for two cases:~i! the translating
interface and~ii! the dispersion of a finite sample plug. The simu-
lations reveal that the presence of Joule heating can result in sig-
nificantly different characteristics of the electrokinetic mass trans-
port in microchannels. It not only causes the sample species to
transport faster, but also makes the sample peak decrease and the
sample band deviate from its flat interface or pluglike shape.
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This paper employs continuum principles combined with van der
Waals theory to estimate the thermal contact resistance between
nanowires and planar substrates. This resistance is modeled using
elastic deformation theory and thermal resistance relations. The
contact force between a nanowire and substrate is obtained
through a calculation of the van der Waals interaction energy
between the two. The model estimates numerical values of con-
striction and gap resistances for several nanowire-substrate com-
binations with water and air as the surrounding media. The total
interface resistance is almost equal to the gap resistance when the
surrounding medium has a high thermal conductivity. For a low-
conductivity medium, the interface resistance is dominated by the
constriction resistance, which itself depends significantly on nano-
wire and substrate conductivities. A trend observed in all calcu-
lations is that the interface resistance increases with smaller
nanowires, showing that interface resistance will be a significant
parameter in the design and performance of nanoelectronic de-
vices. @DOI: 10.1115/1.1865217#

Keywords: Thermal Contact Resistance, Nanowire, Constriction,
van der Waals Force

Introduction
Prospects for continued miniaturization of integrated microelec-

tronic circuits based on bulk semiconductors are limited by a va-
riety of factors, including excessive heat dissipation and current
leakage through ultrathin dielectrics. A new class of devices,
which employ nanowires and nanotubes as the primary electrical
conduction medium~or channel!, is under intense development.
Much like that of their bulk counterparts, the functional perfor-
mance of these devices will depend, in part, on an understanding
of thermal transport in and near the channel region. This paper
describes a first model that incorporates van der Waals interaction
forces for evaluating the contact conductance between a nanowire
and the planar substrate on which it rests.

Recent reports indicate promising electrical performance char-

acteristics of field-effect transistors that employ carbon nanotubes
@1,2# and silicon nanowires@3#. Many of the projected benefits of
such devices rely on the absence or substantial reduction of elec-
tron scattering within the materials as compared to bulk devices.
Given the strong temperature dependence of many electron-
scattering processes@4#, the operational temperature of these de-
vices is expected to be important. Consequently, an understanding
of thermal transport mechanisms within nanowires and nanotubes
and at their interfaces with other materials will be critical.

Significant prior research has attempted to characterize thermal
conduction in nanotubes and nanowires, and it has been found that
at such length scales, the mean-free path of energy carriers can
exceed the characteristic lengths of a given geometry@5#. Along-
side progress in experimental studies@6#, heat transfer in nanow-
ires and nanotubes has been modeled using phonon transport
theory. Molecular dynamics simulation is a powerful tool to cal-
culate thermal conductance and phonon scattering by time inte-
gration of Newton’s equations of motion for an ensemble of at-
oms. Molecular dynamics simulations can accurately account for
various anharmonic empirical potentials through which atoms in-
teract@5#. Recently, the transmission-function approach has been
used to study phonon transport and is well suited for cases involv-
ing ballistic or semiballistic phonon flow@7#.

No prior work has explicitly considered the interfacial resis-
tance between a nanowire and a planar substrate. The results of
the present work are expected to provide an approximation for
interfacial resistance based on a combination of an established
continuum model and van der Waals force interactions for the
subject geometry. More rigorous approaches, such as those based
on molecular dynamics~e.g., @8#!, have not yet developed to the
point of resolving the degrees of freedom and geometric complex-
ity of interest here, yet we anticipate that the present results will
eventually provide a basis of comparison for such models as they
develop.

Analysis
The nanowire-substrate system is modeled as a circular cylinder

lying on an infinite substrate. The contacting surfaces are assumed
to be perfectly smooth; therefore, the nanowire-substrate separa-
tion is taken as the sum of van der Waals radii of nanowire and
substrate atoms. These radii are typically a few angstroms, and at
such length scales, the contact force between the nanowire and
substrate is dominated by van der Waals interactions@9#. The
self-weight of the nanowire can be neglected, as shown later by
the relative magnitude of the weight compared to the van der
Waals force. A model for estimating this force has been developed
based on the interaction energy between the nanowire and sub-
strate. This force is used to calculate the area of contact between
the nanowire and substrate based on an elastic strain analysis. The
line contact model developed by Mc Gee et al.@10# is used to
estimate the nanowire and substrate constriction resistances. Ad-
ditionally, heat can flow through the noncontacting gap between
the nanowire and the substrate, and the associated resistance is
termed gap resistance. The net interface resistance is the parallel
combination of the foregoing resistances.

van der Waals forces are the result of various interactions
among atoms, all of which exhibit an interaction energy that var-
ies as the inverse sixth power of the separation distance. The
forces can thus be conveniently summed to yield the total inter-
action energy. Dispersion interactions are the main contributors to
the total interaction energy@9#, and the only interactions ac-
counted for in this study. Unlike other interactions that depend on
specific structure, dispersion forces are always present between
any two bodies.

Figure 1 describes the subject geometry of a nanowire of diam-
eter D in contact with a planar substrate. The van der Waals in-
teraction energy between a pair of atoms is given by@11#
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Uatom-atom52
b

s6
(1)

whereb is the Lifshitz van der Waals constant ands is the sepa-
ration between the atoms. Following the principle of pairwise ad-
ditivity @11#, the interaction energy of a single atom with a body
can be obtained by summing the interaction energies of this atom
with all atoms in the other body. Montgomery et al.@11# derived
an analytical expression for the interaction energy of an atom with
an infinite half space as

Uatom-halfspace52
Nsbp

6l 3
(2)

The total interaction energy of the nanowire-substrate system
can be computed by a summation over all atoms in the nanowire.
Consider the horizontal strip of width 2h, unit depth, and height
dy at a distancey, as shown in Fig. 1. Each atom in this strip sees
the same infinite half space as all other atoms in the strip, and thus
the differential interaction energy of this strip with the substrate is

dU52
NsNwbp

6~ l 1y!3
2A~D2y!ydy (3)

where 2A(D2y)y represents the width 2h of the strip. The total
interaction energy of the nanowire-substrate system per unit
length can be expressed in integral form as

U52
NsNwbp

3 E
0

D A~D2y!y

~ l 1y!3
dy (4)

The constant terms combine to form the Hamaker constant as

A5NsNwbp2 (5)

Hamaker constants depend on the properties of the two bodies
under consideration and also on the medium between them. The
expression for interaction energy, thus, reduces to

U52
A

3p E
0

D A~D2y!y

~ l 1y!3
dy (6)

The interaction force is obtained as the negative derivative of
the interaction energy with respect to the separation distancel

Fvdw52
]U

] l
52

A

p E
0

D A~D2y!y

~y1 l !4
dy (7)

This integral can be evaluated numerically to give the contact
force as

Fvdw52
A

p (
i 51

n A~D2yi !yi

~yi1 l !4
Dyi (8)

whereDyi5D/n, n is the number of intervals used in numerical
integration, andyi is the center-point value in that interval. Equa-
tion ~8! provides the expression for the van der Waals force be-
tween a nanowire and substrate per unit length used for estimating
the contact width.

The line contact width can be derived using an elastic strain
analysis and is given as@10#

2b5S 16FvdwEmD

p D 1/2

(9)

Here,Em is the effective modulus defined as

Em5
1

2 F12ns
2

Es
1

12nw
2

Ew
G (10)

To estimate the overall contact resistance, the upper and lower
boundaries of the system are taken as two isothermal planes, par-
allel to the contact plane and spaced one diameter apart. The ther-
mal constriction resistance for a contact of width 2b on the sur-
face of a cylinder is given by the following expression@10#:

Rw5
1

wpkw
lnS 2D

b D2
1

2wkw
(11)

Similarly, constriction resistance within a planar substrate con-
tacted by a line of width 2b is given by@10#

Rs5
1

wpks
lnS D

pbD (12)

The total constriction resistanceRcons is the sum of the foregoing
two resistances~i.e., Rcons5Rw1Rs).

The gap between the surface of the nanowire and the substrate
offers an alternate path for heat flow. The surface area of this path
is much higher than the actual contact area because the contact
width is a very small fraction of the nanowire diameter. The ther-
mal resistance of the gap depends on the size of the gapd(x), the
thermal conductivity of the fluidkf , and the temperature distribu-
tion on the nanowire and substrate surfaces. To estimate its effect,
the gap can be divided into elemental vertical heat flow channels
with adiabatic sides@10#. The thermal conductivity of the fluid is
assumed to be independent of temperature and uniform over the
entire gap, and the thermal resistance at the solid-liquid interface
@12,13# is neglected. The elemental heat flow through the gap is
then

dQg5wkf

DT~x!

d~x!
dx (13)

whereDT(x)/d(x) is the temperature gradient at locationx. Total
heat flow across the gap, considering both sides of the line con-
tact, is

Qg52wkfE
b

D/2 DT~x!

d~x!
dx (14)

The gap resistance can be defined in terms of the maximum tem-
perature difference at the nanowire-substrate interfaceDTmax as
follows:

1

Rgap
5

Qg

DTmax
5

2wkf

DTmax
E

b

D/2 DT~x!

d~x!
dx (15)

The local gap thickness can be derived from rigorous elastic
deformation analysis. However, for the present case, the contact
width is a very small fraction of the diameter, as shown in later
calculations. Thus, a circular profile provides a good approxima-
tion as

d~x!5
D

2
2AD2

4
2x2 (16)

Fig. 1 Nanowire-substrate system. Elastic deformation due to
van der Waals force leads to a line contact of width 2 b .
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The only variable required for the determination of the gap
resistance isDT(x), and various models have been proposed to
estimate this variation. The decoupled model@10# postulates that
the nanowire and substrate surfaces are isothermal so that

DT~x!5DTmax (17)

The model implies that the temperature field at the solid-fluid
interface is independent of temperature variation inside the bod-
ies. Using this model to estimate contact resistance in the present
case gives the result

1

Rgap
52wkfE

b

D/2 1

D

2
2AD2

4
2x2

dx

52wkfFcotS sin21
2b

D
D 2S p

2
11D G (18)

The gap and constriction heat flow paths exist in parallel and can
be combined to estimate the overall interface resistance as

Rtot5
RconsRgap

Rcons1Rgap
(19)

Elastic moduli and the Poisson ratio for silicon nanowires are
unavailable, and, consequently, bulk values are assumed. Li et al.
@6# experimentally measured the thermal conductivity of silicon
nanowires of diameters 22, 37, 56, and 115 nm. The reported
thermal conductivity values are lower than the bulk conductivity
and decrease with diameter. Volz et al.@14# reported molecular
dynamics simulations of thermal conductivity for silicon nanow-
ires that are much lower than bulk conductivity values. Because
the constriction resistance depends strongly on the nanowire’s
thermal conductivity, the experimental data of Li@6# were used in
the present model, and only the above-mentioned nanowire sizes
were studied. This assumption is expected to provide only an ap-
proximation of the physical process because the experiments mea-
sured axial conductivity, whereas the constriction resistance in-
volves transverse conductivity, which has not been measured to
date. The reported thermal conductivities of the 22, 37, 56, and
115 nm nanowires are 7, 17, 26, and 42 W/m K, respectively, at
300 K @6#.

Silicon and gold are the two substrates considered here for the
purpose of investigating the effect of different materials on con-
tact resistance. All relevant substrate properties~elastic modulus,
Poisson ratio, and thermal conductivity! are taken to be the bulk
values. Maruyama and Kimura@15# reported the formation of a
thin layer of water between the nanowire and substrate, and such
a layer will affect the gap resistance. The effect of this water layer
on net interface resistance is accounted for in the present model
by including water in the gap region.

Bondi @16# has compiled an extensive database of van der
Waals radii from x-ray diffraction studies. Some uncertainty exists
concerning the radii of higher atomic weight elements, such as
gold, but the data reported by Bondi@16# are widely used due to
lack of other reliable measurements. The van der Waals radii of Si
and Au atoms are taken as 1.93 Å and 1.66 Å, respectively.

Estimation of van der Waals force requires values of Hamaker
constants for the interfaces of interest. Visser@17# has reported
Hamaker constants for gold-gold and silicon-silicon interfaces in
vacuum and water. For interactions between gold and silicon in
the presence of air, the Hamaker constant can be well approxi-
mated as@17#

ASi-air-Au5AASi-SiAAu-Au (20)

In the presence of water, the expression becomes@17#

ASi-water-Au5~AASi-Si2AAwater-water!~AAAu-Au2AAwater-water!
(21)

Results
Figure 2 shows the van der Waals force per micron length for

the four nanowires considered. The force increases with diameter
within the specified range for both air and water as gap media. For
all cases, the nanowire’s weight is more than ten-orders-of-
magnitude smaller than the van der Waals forces. This result is
expected because weight becomes significant as compared to sur-
face forces only for bodies larger than a few microns@17#.

Figure 3 shows the contact width nondimensionalized by nano-
wire diameter as a function of diameter. Contact widths are less
than 6% of the diameter over the entire range considered, thus
justifying the assumption of a circular profile in calculating the
local gap thickness. The dimensionless contact width in Fig. 3
decreases with increasing nanowire diameter as expected because
van der Waals forces are insignificant at macroscopic dimensions.

Fig. 2 van der Waals force per micron length for a Si nanowire
resting on Si or gold substrate with air or water as the medium

Fig. 3 Dimensionless contact width for a Si nanowire resting
on Si or gold substrate with air or water as the medium
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Figure 4 shows the constriction, gap, and the total interface
resistances with air and water as the surrounding media. For air,
the gap resistance is very high and most of the heat flows through
the line contact. In such situations, the net interface resistance can
be reduced by selecting materials having high thermal conductivi-
ties. In contrast, the gap resistance for water is much smaller than
the constriction resistance, and most of the heat flows through the
water layer. Consequently, changes in nanowire and substrate
properties would have little effect in decreasing the interface re-
sistance. In such situations, use of the decoupled model for pre-
dicting gap resistance is questionable because the gap accounts for
most of the heat flow.

Calculations of nanowire and substrate constriction resistances
~Eqs. ~11! and ~12!, respectively!show that the ratio of these
resistances very nearly equals the inverse ratio of the thermal
conductivities. This result implies that accurate transverse thermal
conductivity values are needed for a proper estimate. This also
implies that thermal conductivity influences constriction resis-
tance more strongly than any other factor, and, therefore, the con-
striction resistance can be reduced significantly by use of materi-
als having higher conductivity.

Conclusions
The most significant conclusions emerging from this study fol-

low:

1. For nanowires larger than a few nanometers, the contact
width is much smaller than diameter. van der Waals forces, there-
fore, do not cause appreciable deflection and distortion of shape.

2. The ratio of constriction resistances of the nanowire and
substrate are almost inversely proportional to their thermal con-
ductivity. An accurate estimation of the constriction resistance,
thus, depends strongly on an accurate estimation of transverse
thermal conductivity.

3. The gap resistance is much lower than constriction resis-
tance in the case of a high conductivity fluid, such as water. In
contrast, most of the heat will flow through the line contact in the
presence of air.

The model developed in this study gives a continuum estimate
of the contact resistance between a nanowire and a planar sub-
strate. The model also incorporates the effect of condensed mois-
ture and can be extended to include the effect of surface rough-
ness. Thickness of the water layer is not a very significant
parameter because most of the heat flow occurs in the portion of
gap near the contact line. This study includes the first reported
methodology for estimating thermal interface resistance in such
nanostructures, and the trends depicted are expected to provide a
basis of comparison to more rigorous models that are under
development.

Nomenclature

A132 5 Hamaker constant for interaction between bodies 1
and 2, with 3 as the intervening medium, N m

b 5 half the line contact width between nanowire and
substrate, m

D 5 diameter of nanowire, m
Em 5 effective modulus of elasticity for nanowire substrate

combination, N/m2

Es 5 modulus of elasticity of substrate, N/m2

Ew 5 modulus of elasticity of nanowire, N/m2

Fvdw 5 van der Waals force per unit length, N/m
kf 5 thermal conductivity of intervening medium, W/m K
ks 5 thermal conductivity of substrate, W/m K
kw 5 thermal conductivity of nanowire, W/m K

l 5 surface separation between two bodies approaching
contact, m

Ns 5 atomic density of substrate material, atoms/m3

Nw 5 atomic density of nanowire material, atoms/m3

Qg 5 heat flow through gap, W
Rcons 5 total constriction resistance, K/W
Rgap 5 gap thermal resistance, K/W

Rs 5 constriction resistance of substrate, K/W
Rtot 5 net interface thermal resistance, K/W
Rw 5 constriction resistance of nanowire, K/W

s 5 distance between two atoms, m
U 5 potential energy of van der Waals interaction, J/m

Fig. 4 Constriction, gap, and total interface resistances for a 1 mm long Si
nanowire resting on a Si substrate with air or water as the medium
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w 5 length of the contact region, m
b 5 Lifshitz van der Waals constant, N m7

d 5 gap height, m
DT 5 interface temperature difference, K
ns 5 Poisson ratio of substrate
nw 5 Poisson ratio of nanowire
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