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Introduction

Particle-laden composite materials are widely used in applic
tions ranging from electronics coolifg] to space craff2]. Com-

An Effective Unit Cell Approach to
Compute the Thermal
Conductivity of Compaosites With
Cylindrical Particles

This paper introduces a novel method, combining effective medium theory and the finite
differences method, to model the effective thermal conductivity of cylindrical-particle-
laden composite materials. Typically the curvature effects of cylindrical or spherical
particles are ignored while calculating the thermal conductivity of composites containing
such particles through numerical techniques, such that the particles are modeled as
cuboids or cubes. An alternative approach to mesh the particles into small volumes is just
about impossible, as it leads to highly intensive computations to get accurate results. On
the other hand, effective medium theory takes the effect of curvature into account, but
cannot be used at high volume fractions because it does not take into account the effects
of percolation. In this paper, a novel model is proposed where the cylindrical particles
are still treated as squares (cuboids), but to capture the effect of curvature, an effective
conductivity is assigned to the particles by using the effective medium approach. The
authors call this the effective unit cell approach. Results from this model for different
volume fractions, on average, have been found to lie withi%h of experimental thermal
conductivity data[DOI: 10.1115/1.1915387

of the heat flow lines around the particles. Discretizing the par-
ticles into a large number of elements can capture the curvature
€ffect and is conceptually very simple, but will lead to a time-

consuming code due to the size of the bulk composite. For this

posite materials made of particles and base matrixes such as Ce-

ramics or polymers are widely used for electrical, thermal an
structural reasonfdl . It is relatively easy to compute the thermal
conductivity of particle-laden systems either in the small partic
volume fraction regime, or the very high particle volume fraction
regime, as several approximations can be invokgld For the
intermediate particle volume fraction regime, one has to normal
resort to numerical techniques such as the finite differenc
method[4] or percolation modelg5] to compute the thermal con-
ductivity of composites. A review of literature suggests that i
numerical simulations typically the particles are assumed to
squares/rectangles in two-dimensional problems, or cubes/cubo
in three-dimensional problenig—7]. To simulate a circular ge-
ometry such as cylinders or spheres, various researchers have u
a cubical geometry and applied a shape factor to account for
curvature effect$7,8]. This is primarily done to simplify the cal-
culations. For example, in the finite differences method, it b
comes very easy to define the grid if the geometry of the particl
is assumed to follow a square or rectangular shape. Ideally,
simulate spherical or circular particles, one should also discreti
the particles into a large number of grids to accurately capture tH
flow of heat from the matrix to the particle and also within thd
particle as shown in Fig. 1. Due to the curvature effect, the h
flow lines in the circular geometry are very different from thos
for the square geometry. The effect of curvature becomes e
more important as the volume fraction crosses the percolat
threshold 5] because after the percolation threshold, the particl@
are in close contact with each other resulting in more constricti¢¥

Corresponding author

jgason, the particles are normally assumed to be square or rectan-
ular so that the particle itself can be taken as a node. However,
E‘nis method suffers from two flaws and will always give a higher
value of thermal conductivity for circular/spherical particle-laden
systems when compared to a case where computation is done with
iscretization of the particles as well. The first reason is that it
gges not take care of the constriction of the heat flow lines due to
e curvature effect, and the second reason is that it assigns a
Higher effective conductivity to the square unit cell, because the
Bgcular yrjit cell Wpuld have approximately only 78% of the high
(fagductlwty material and less surface area. A shape factonwtll
account for the change in volume and surface area.
ective medium theory, on the other hand, takes the curvature
fitect into accounf9] by assigning an appropriate temperature
distribution to the particles, but is valid only for small volume
ér_actions due to the inherent assumptions regarding the tempera-
fre distribution in the matrix9]. In this paper, a novel technique
|§0introduced for modeling the thermal conductivity of composites
with inclusions. The method is validated for the specific case of a
amposite with cylindrical inclusions in a direction perpendicular
o0 the length of the cylinder, as shown in Fig. 2, which essentially
dels the particle as square but also considers the curvature
ect on the effective conductivity of the unit cell. The effect of
thermal boundary resistance at the interface between the two
iBhases is also taken into account. This modeling methodology is a
ombination of the effective medium theory and the square unit
Il approach. Since the grid is still square for numerical simula-
tion, the computational method is similar to the usual square unit
cell approach, but with a more accurate prediction of thermal
conductivity compared to the square geometry approach. The au-

2Adjunct Professor, Department of Mechanical and Aero Space Engineering, Afhors call this model the effective unit cell modéEUCM).

zona State University.
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check the validity of this modeling approach to capture the cur-
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this method. The composite is meshed in such a way that the grid
size equals the diameter of the cylindrical filler particles present in

the composite. For the sake of simplicity, all the filler particles are

assumed to have the same diameter.

The overall resistance to heat flow of the composite is ac-
counted for by building a resistance network through the compos-
ite [4]. Each node in the resistance network represents one unit
cell. The trick is to determine the resistance to heat flow between
any two nodes. For this, the resistance offered by a unit cell is
required. In our case, only two types of cells are present because
of our assumption that all the fillers have the same diameter. The
resistance of a unit celR, is defined as

R=— (2)

wherelL is the overall length of the compositen), andk is the
thermal conductivitf W m~*K™1). For those unit cells containing
Fig. 1 ANsys™ simulation showing constriction of heat flux only the matrix, the matrix conductivity is taken as the valud of
lines around a circular particle in Eq. (1). For unit cells containing a circular particle, the average

thermal conductivity of the cell is used for calculating the resis-

tance. The average thermal conductivity is modeled considering a
vature effect. EUCM is also compared with results from the ususingle fiber placed in an infinite medium and its derivation will be
square grid method, and experimental data from the literature. discussed in the next section.

Finite element simulations iANSYS™ show the merits and The composite is configured to lie between a heat source at
limitations of this method. Comparisons with previously propose@mperaturel, (upper surfaceand a heat sink at temperature
models show this model’'s improved accuracy in predicting thgower surface). Each discrete unit cell is taken as a node in the
thermal conductivity of particle-laden composites. Results fromesistance networf4]. Nodes are assumed to be at temperatures
this model are within £5% of experimental daf0] available for that represent the average temperature of the unit cell. Now, using
one such composite containing alumina fibers in a polyimide baseheat balance relation at every node, a system of equations is

used in electronic packaging applications. generated that can be solved to find the temperature at each node.
Knowing the temperatures, the heat flow through the composite
Modeling Methodology can be calculated, and thereafter the thermal conductivity. For

) . analysis purposes, the heat transfer coefficients at the upper and
The method proposed is hereby referred to as the Effective Upj{yer surfaces of the composite are taken to be infinity. Finite

Cell Model (EUCM). Uniaxial cylindrical fibers are considered to,5es can also be taken but since only the bulk composite con-
be distributed randomly in a continuous matrix of dimensiong,ctivity is to be considered, the surface heat transfer coefficients
large enough to neglect size effeftd. The geometry of the prob- are assumed to be infinite. Also, this allows one to assume a
lem allows one to treat this as a two-dimensional problem of unibnstant temperature boundary condition on the top and bottom of

depth[4]. . . . the composite. The sides of the composite are treated as being
The EUCM involves the construction of a resistance network {gsy|ated to ensure that no heat flows out through those Eides
model the thermal conductivity of the composite. For this puky s guaranteeing a unidirectional conductivity.
pose, the composite is discretized into square-shaped unit cellsgince in a typical composite the actual distribution of the fillers
The cylindrical filler particles are assumed to pe re_mdomly distriRgithin the composite would be unknown, the filler particles are
uted among a rectang_ula_r lattice as shown in Fig. 2. As can %domw assigned to various node positions within the grid,
seen, the particle distribution function depends on the square Upiiseq on the volume fraction, and the overall conductivity is cal-
cell size. So, only ordered systems of particles can be treated Q)ated. The average from a number of such runs is taken as the
effective conductivity of the composifé]. The particle distribu-
tion function is thus not completely random because of its depen-
dence upon the square grid, but by iteration, its behavior is statis-
tically averaged.

ia

Effective Unit Cell Model (EUCM)

A—— The method employed to model the resistance offered by a unit
cell containing a filler element in an infinite medium is described
below. The temperature fields inside and outside the cylindrical
dispersion are assumed to be of the general fi&@hl,12]

Ty=rA cosé 2

B
"

T,= VTrcosé+ (Blr)cosd (3)

whereTy is the temperature inside the filler parti¢l€), T,, is the
| A— temperature of the surrounding matriK), r, 6 are cylindrical
coordinates VT is temperature gradieriK m™1), and A,B are
constants to be determined. The temperature distributions are as-

IS S

s
o
i

Fig. 2 Cross section of composite showing how the resis- sumed to be of this form to take into account the circular shape of
tance network is constructed. Shaded regions represent higher the particles. This allows us to consider the effect of curvature on
conductivity filler particles. the heat flow lines.

554 [/ Vol. 127, JUNE 2005 Transactions of the ASME
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The effect of the dispersion on the temperature distribution of -
the surrounding matrix is given by E@). The dispersion plays
almost no part in influencing the matrix far from the particle, as is ' ‘
evident from the second term of E). However, the overall
temperature gradient would affect the matrix everywhere and this

is represented by the first term in E@). To solve for the un- n /5
known constant#\ and B, the following boundary conditions are c D
applied at the interface between the matrix and fil&g m
Ty T ! ) A . .
kg— =Kkn— (4) Fig. 3 Unit cell with dispersion  (temperature gradient along
ar ar the x-direction )
ka Ty
Tg=Tw=——"— 5
d m hc a ( )
Whertilkd_lis the_ thermal conductivity (.)f. a filler partic!e dQ=- kABCD(m?) (13)
(Wm™K™), k, is the thermal conductivity of the matrix I

(Wm™K™), Ty, Try are the respective temperatutés, andhgis  \yherel is the grid size.

the thermal contact conductance between a particle and the matriXhe temperatures at the ends of the strip are taken to be uniform
(m*KW™). These boundary conditions represent that the hegécause the strip is very small. Combining EG9)—(13),kasco

flux is continuougEqg. (4)], and that there exists a thermal boundcan be determined using simple algebra. The expression obtained
ary resistanc¢Eq. (5)]. The absence of the boundary resistangg independent of the external artificially applied temperature gra-
implies that the temperature field is continuous across the bOUQﬁan as expected. This expression is then integrated over the
ary and this is the boundary condition for the original derivatiogntire cell length in the direction to calculate the overall thermal

by Maxwell [11]. Upon solving Eqgs(2) and(3), the temperature conductivity of the unit cellkyq,

fields are given as

_ka1-C) [P (P12
2(%) Kot =77 f o (V2 + (11272 + 2y Y
Ty=VTr cose< km) < m) . ) whereC, is a constant defined as,
— | +|— |+
K ah C = (KnfKg) + (knfahy) -1 (15)
K K, 17 (knfka) + (kyfahy) + 1
VTa2 cos&(ﬁ) + (a_hc) - Taking the grid size to be the same as the particle diameter, the

final expression fok,; is obtained:

Tm= VTrcosé+ @)
()l

ke/ \ah Kunit = k(1 = Q)[l - G tan‘1< C‘ L )] (16)
From these results, one can note that whgms o, T4 and T, VCy+l Vel
reduce to Rayleigh’s solutiofl2]: Equation(16)is the average, or overall, thermal conductivity of
a unit cell containing a filler particle, when the grid size is equal to
T,= VTrcosé 2K ®) the particle diameter. The thermal conductivity obtained by this
K + Kg equation is independent of the size of the unit cell, which is logi-
cal because if the scale of the unit cell changes, the volume frac-
VTa? cosf| ky— Ky tion and orientation of each material would still remain the same.
Tm= VTrcoso+ K+ kg (9 This value is then used to calculate the resistance offered by this

T, _ type of unit cell in the network. Even though it has been modeled
Now that the temperature distribution is known, the effectivgased on an infinite medium, it can readily be used for the resis-
thermal conductivity can be calculated as follows. For convgance network because the overall system is sufficiently large,
nience, Egs(6) and(7) are transformed into Cartesian form,  compared to the unit cell, to assume it to be infinite. If an average
K gap between the particles exists, it can be incorporated either via
2(—'“) this equation or later through the application of a corresponding

T,= VTx Kg (10) interfacial resistance. It becomes increasingly difficult to capture
K Kim the heat flow accurately in FEA methods as the particles come
E + EC +1 closer because of the difficulty in meshing the small gap between
the particles. All simulations in this work assume the worst pos-
K Koy sible case, that there exists zero gap between the particles when
VT (—m> (—) - the particles are touching each other.
T, = VTx+ ax | kg ah (11) Before proceeding to the simulation of the resistive network,
X2 +y? Kk . K +1 the results of a few simple checks performed on the general equa-
Ky ah. tion [Eq. (14)] are described below.

. ) . i . Case (1):When the dispersion and the matrix are the same
Consider the small differential stripBCD shown in Fig. 3. At material, the conductivity of the unit cell is equal to that of the
the center of the unit cell, the heat flux in thedirection, Q, matrix.

flowing through the differential strip is If ky=k-, andh,— o, thenkn=Kn
Case (2):When the dispersion is a perfect insulator, the con-

JT,
dQ=-ky Xd (12)  ductivity of the unit cell is zero.
x=0 If ky=0 andh.— 0, thenk;=0.
The average thermal conductivity of the differential strip, These results are expected under these conditions and show the
Kagco is determined from: model’s validity for the above limiting cases.
Journal of Heat Transfer JUNE 2005, Vol. 127 / 555
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Fig. 4 Completely meshed ANsys™ model for a 3 X3 matrix
with center filler particle

From this knowledge of the resistances, let us now proceed to
the resistance network model. A known temperature gradient is
applied to the composite. The system of linear equations is gen-
erated in a straightforward manner by summing up all the heat
flows for each node and equating to zero. The general equation
employed at nodéi, j) is [4]:

Tioj=Tij Tojer=Tij Twrj= T Tijor—Tij
=ty whp ity =0 (17) Fig. 5 Completely meshed 4 X3 ansys™ model with 2 filler
Ri1 Rij3 Rij.2 Rija particles
whereT is the temperaturé), R; the resistance between nearest
neighbor unit cells, and, j the indices used for meshing the
composite. The number of equations obtained will be equal to the

number of nodes. This matrix system is solved to obtain the tem- lid he bound diti din derivi h
perature of each node. invalidate the boundary conditions assumed in deriving the con-

Knowing the temperatures at each node, the total heat flowidyctivity of the unit cell k,n;. This error diminishes as the particle

through the composite can be determined. Considering the he%€ becomes smaller relative to the domain size.
transfer coefficients of the upper and lower surfaces, the followin To ensure that the results are independent of the thickness of the

expression for the overall thermal resistance of the bulk compos mputational domain, the effect of the thickness of the composite
and its surface per unit area is obtainBg: in the heat flow direction was considered. This nondimensional

domain sizeD, is defined as the smaller length of the composite
1 H 1 T,-T cross section divided by the particle diameter. Its effect is such

Reti = h1A+ keffA+ h, A~ QA (18) that at largerD, the bulk composite property is recovered. At
smaller values ob, it is well known that effective conductivity of
HQh;h, the composite increases compared to the bulk vEsjelue to a
Kett = (T, = Tyhshy— Q(hy + hy) (19)  decrease in the percolation threshold. It is also well known that

this effect is more pronounced for larger conductivity contrast as

where ke is the effective composite thermal conductivityshown in Fig. 7 because percolation effects are more pronounced
(Wm™K™), L,H the dimensions of the composit@), h; andh,  for large conductivity contrast. Therefore care should be taken
the heat transfer coefficients of the upper and lower surfac&sen comparing the computational model with experimental data.
(m?K W), T, and T, the temperatures of the upper and lowefThe data in the current study are those of a bulk material and so
surfaces of the compositéK), and Q the heat flux through the all simulations have been run atlavalue of 15 to ensure that
composite(W m~?). The effective conductivity of the composite,bulk properties are obtained. Figure 7 shows that this is an accept-
kef, is calculated from the above expression. able value. Also, the boundary condition invalidation error dis-

In order to obtain a statistically significant average value fatussed earlier is the reason why the smallest volume that has been
ke, the simulations are run a number of times. The number 8fmulated for FEA comparison is B value of 3. GenerallyD
iterations was varied between 1 and 1000, and an optimal valuevgiues of 2 are also acceptable but anything smaller will invalidate
200 iterationgcorresponding to an average error of 0)3%used the boundary conditions assumed and so are not considered.
in this paper. This error is calculated by assuming that the thermalMesh sensitivity calculations performed show that the results
conductivity obtained by using 1000 iterations is correct. Rounffom ANsys™ become independent of the mesh size at about 0.3
off and truncation errors are considered negligible, and thus ddftits of length for the studied configurations. In other words, the

numerical uncertainty is estimated as +0.3%. ratio of the grid size in thensys™ method to that in the EUCM
method is 0.3. This mesh size is used for alksys™
Results computations.

Table 1 presents the comparison of thermal conductivity values
One of the first comparisons made was with the accurate sohetween the “exact” solution fromnsys™ and the EUCM model
tion given by a finite element packa@#3], ANsys™—Release for the different configurations. Even for the coarsest mesh of the
5.7. A number of configurations of the composite, Figs. 4—6, wep@nfiguration in Fig. 4aNsys™ divides the composite into ap-
modeled inansys™ and the results obtained are compared withroximately 900 elements. This makes it computationally chal-
the EUCM (Table 1). All the configurations studied are such thdenging when dealing with large-sized composites and conse-
no filler particle is in contact with the upper or lower boundary ofjuently the largest composite system treated in this paper for
the composite. This is to ensure that the artificially enforced conemparison withaNsys™ is a 5X 5 matrix.
stant temperature boundary conditions on these surfaces do ndfhe comparison shows us that the EUCM model remains accu-
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Table 1 Comparison of ANsys™ and EUCM results for the ef-
fective thermal conductivity of various configurations. Terms
within brackets represent the number of grids created to obtain

the result.
Effective Thermal Conductivity,
Configuration of ko (W m'K?)
composite
ANSYS™ EUCM
Figure 4 0.174 (~2500) 0.171 (3x3)
Figure 5 0.214 (~4000) 0.207 (4x4)

Figure 6a 0.206 (~7500) 0.195 (5x5)
Figure 6b 0.223 (~9000) 0.214 (5x5)
Figure 6¢c 0.295 (~12000) 0.297 (5x5)

a personal computer. The real advantage of the EUCM model is
that it can be used to simulate th#fectiveproperties of real bulk
composites, which for random composites can only be given in
terms of a statistical average. Here, for example, in the results to
follow, a total of 200 runs are performed for each data point. To
perform the equivalent calculation asys™ would thus require
positioning the particles, remeshing, and running the code 200
times, which if done manually would be exceedingly time-
consuming. In view of this, several simple geometries, Figs. 4—6,
are used for comparing EUCM witknsys™ with the sole pur-
pose of establishing the accuracy of the EUCM model.

The EUCM has been found to be accurate while at the same
time being computationally viable. It is able to portray random
distributions of the filler particles while also allowing preferential
distribution. These two reasons make it a powerful technique for
studying the thermal conductivity of particle-laden systems.

In Fig. 8, the EUCM prediction of the average thermal conduc-
tivity for the studied composite, alumina fibg7 W nT1 K1) in
a polyimide basg0.146 W m1K™), is compared with experi-
mental datd10]and the EMT approac®]. The figure also shows
the calculated thermal conductivity of square cross-section fibers
[4] for the range of volume fractions.

It is found that the EUCM model matches to within £5% of the
experimental data while the EMT predicts a much lower thermal
conductivity for volume fractions greater than the percolation
threshold(~0.4) [5].

25 T T T T T
kd - thermal conductivity of the dispersion
§ k - thermal conductivity of the matrix
= 20 m 4
=3
5
=
g 15r 1
ks
=]
5
O
s 10 k /k =2000 7
€ d m
2
. L 5 k/k =185
Fig. 6 (a) Completely meshed 5 X5 ansys™ model with 4 filler B d m
particles (b) Completely meshed 5 X5 ansys™ model with 6 E 5r _
filler particles (c) Completely meshed 5 X5 ansys™ model with b k/k =33
11 filler particles am
0 1 1 1 | 1
0 2 4 6 8 10 12

. L. Non-dimensional Domain Size, D
rate even though it meshes the composite into only a few unit

cells. This makes it computationally viable while still maintaining:jg 7 Effect of D on the effective conductivity of the compos-
accuracy. On the other hand, FE methdlilee ANSYS™) do Nnot jte at a volume fraction of 0.4. Larger D signifies bulk property
have any limitations on particle arrangement. And meshing algef composite. Ratio of 185 corresponds to the composite for
rithms for 2D volumes take only a modest amount of time even arhich experimental data [10] is available.
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Fig. 9 Effect of varying h, (W m~2K™) predicted by EUCM

In terms of the physics of phase transitions, the percolation
threshold gives the position of a phase transition. At a phase tran- i o )
sition, the system changes its behavior qualitatively for one pailindrical dispersion is accounted for by the derived temperature
ticular value of a continuously varying parameter. After the pegilstrlbutlon and hence the EUCM takes into account the effect of
colation threshold, the probability of the particles being in contaghape. ) )
with one another becomes large and the effect of particles inter-Finally, Fig. 9 presents the effect of varying the value of ther-
acting with each other cannot be neglected. When high condugal contact conductandg for the same set of materials as in Fig.
tivity particles are in contact with one another, they produce a pa where the value of the contact resistance between the particles
of low resistance for heat to flow and this would contribute to agnd the matrix was assumed to be zero when comparing the
increase in the effective conductivif§4,15]. For this reason, the EUCM with the experimental dafd0]. The composite studied is
impact of the geometric distribution, termed as percolation, b&sed as an interface material for electronic packaging applica-
come critical. tions, and so it is reasonable to expégtto be high. The figure

At high volume fractions, the EMT fails to account for theexists just to prove that the assunigds of the correct magnitude
percolation phenomenon because simple summation of the infand no further validation for it is presented.
ence of different filler particles on the matrix will not take this Figure 9 shows that the thermal contact resistance adversely
into account. The interactions between the neighboring filler paaffects the total thermal conductivity of the composite. It is often
ticles become more and more important as the volume fractiggeful to consider a dimensionless variable called the Biot number
and consequently the probability that particles are going to Wéen discussing thermal contact resistance between particles and
close to each other increases. Since the EMT assumes noningefatrix. The particle Biot number, Bi, is defined [d3:

acting filler particles, it consistently predicts a lower-than-actual Rk,
conductivity at high volume fractions. Bi= — (20)
In the EUCM model, the temperature of any node depends on 2a

the properties of all the unit cells. Since the coefficients of thghere R.=h_? is the thermal contact resistant@? K W™1) be-

linear temperature equations, Hd7), are the resistances, all theyyeen 5 particle and the matrik,, the thermal conductivity of the
nodal temperatures depend on the resistance and the position ale matrix(w m~1 K1), anda the particle radiugm). For h
’ . C

eac_h unit ceII._Thus the_temp_erature d_|str|but|_on of the bulk COM:y o \W m-2 K1, it is found that the conductivity of the compos-
posite takes into consideration the interactions between ev

filler particle in the composite by solving the implicit system o d does not change at all even when the particle volume fraction

. A much higher than the percolation threshold. This is the critical
equations. This IS why EUCM works much better than EMT alue of the particle size for which the conductivity of a unit cell
high volume fractions.

Fiqure 8 also shows that for the same volume fraction. a co with filler particle is approximately equal to that of the matrix.
9 ’ Phe physical meaning of the critical particle diameter is that if the

E?Srllteer :f?géggescqounaéﬁ;it'/ﬁp?ﬁagIgercoﬁ)]?rtg:slﬁ: Vx:’t':: Cri]i\iﬁaraﬁl?;fsﬂjarticle diameter is less than the critical diameter, the conductivity
9 y P C{f the composite is less than that of the mafii}.

It can be understood that the transport property of a composi 8t is seen thaR, has a large effect even at maximum volume

material depends a great deal upon the shape of the 'ndus'c’f?gcﬁon. This is to be expected since there will be more particles

The conductivity 0]‘ a material is just the ratio of _the heat flux .t?m eding the heat flow at high volume fraction, and very high
the temperature difference and so depends on its cross-section . ¢
lUes ofR; can even cause the effective conductivity of the com-

area. A square element having a much larger cross-sectional cOf-

tact areags compared to a cirgular inclusio% will have an effecti‘%)s'te to be lower than that of the matfik].
conductivity much higher than the conductivity of a composite.. .
with cylindrical inclusions that can have only a point contact. ThiE)'SCUSSlon

is because constriction and spreading resistances exist whenevaihe EUCM method is being introduced to facilitate computa-
heat flows from one region to another of different cross sectiotion of the thermal conductivity of particulate composites. The
The term constriction is used to describe the situation where hgatrticles in this paper have been taken to be cylindrical in shape;
flows into a narrower region and spreading is used to describe th@wvever, particles of different shapes can also be modeled simi-
case where heat flows out of a narrow region into a larger crodarly. For treating different particle shapes, it becomes necessary
sectional ared16]. This constriction of the heat lines inside theo obtain the appropriate expression for the effective conductivity
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of the unit cell, similar to the work by Hasselman et al. and Nan et A = cross-sectional area to heat flam?)

al. [9,17]. Once this is done, the network can be built as before Bi = Biot number defined by E¢20)

and the effective property can be determined. It is important to C, = constant defined by Eq15)

remember that this model can simulate only quasi-ordered sys- VT = temperature gradierfK m™1)

tems of particles that are constrained to fit within the unit cells. D = nondimensional domain sizéeight,H, di-

Also, since composites can have particles of different sizes, adap- vided by particle diameter, 2a)

tive meshing can be used for modeling. This versatility of the _ -2 -1

EUCM makes it appealing. Adaptive meshing has a broad sense Tj _ thermal cqntact conducta_mCWm K™
X ; -~ : . = overall height of compositém)

and one can continuously find more efficient modeling techniques. k = thermal conductivityW m— K1)

For instance, if the particles were considered to be ellipsoidal in L

shape, a unit cell would be defined as a rectangular grid that | = grid size(m) _

encompasses the entire ellipse, or it can be defined as a square L = overall length _021‘ compositéem)

grid containing one half of the ellipse. Both these styles of mod- Q = heat flux(Wm™)

eling would essentially be just as accurate and one of these can be r,# = cylindrical coordinates

chosen depending on the application. R = thermal resistancém?K W)

Close packing of the particles can also be accommodated by R. = thermal contact resistan¢en? K W™1)
defining hexagonal meshes which would permit a particle to be in T = temperaturgK)
contact with six particles rather than the four in the square mesh X,y = Cartesian coordinates

used in this paper. Also, by using a nonuniform grid, the distribu- .
tion function can be made completely random. The nonuniformUPSCripts

grids can be converted to a uniform mesh in the second step of the 1 = upper surface

resistance calculation. These kinds of advanced meshes would 2 = lower surface ,

permit a higher packing fraction and better particle distribution 3 = right surface of unit cell

function than currently possible and will be the focus of our future 4 = left surface of unit cell

work. A-D = differential strip in Fig. 3
The authors have found no additional experimental data for the d = dispersion property

case of cylindrical inclusions discussed in the paper. It is the ob- eff = overall composite property

jective of future work to simulate a three-dimensional system of i,j = indices for mesh

spherical particles for which there exists numerous experimental m = matrix property

data. Face-centered and body-centered structures can be modeled ~ unit = unit cell property
quite easily in the three-dimensional system, thus increasing the
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Heat Flux Determination From
Measured Heating Rates Using
Thermographic Phosphors

A new method for measuring the heating rate (defined as the time rate of change of
D. G. Walker temperat_ure) and estim_ating heat qux_fror_n the heating rate is proposed. The example
Department of Mechanical Engineering, problem |nyolves analytic heat condu_ctlon ina o_ne_-dlmer!smnal slab,_ where the measure-
Vanderbilt University, ment location of temperature or heating rate _c0|nC|des with the Iocatlon of the estlmat_ed
Nashville. TN 37235-1502 heat flux. The new method involves the solution to a Volterra equation of the second kind,
’ which is inherently more stable than Volterra equations of the first kind. The solution for
heat flux from a measured temperature is generally a first kind Volterra equation. Esti-
mates from the new approach are compared to estimates from measured temperatures.
The heating rate measurements are accomplished by leveraging the temperature depen-
dent decay rate of thermographic phosphors (TGP). Results indicate that the new data-
reduction method is far more stable than the usual minimization of temperature residuals,
which results in errors that are 1.5-12 times larger than those of the new approach.
Furthermore, noise in TGP measurements was found to give an uncertainty of 4% in the
heating rate measurement, which is comparable to the noise introduced in the test case
data. Results of the simulations and the level of noise in TGP measurements suggest that
this novel approach to heat flux determination is viaeOl: 10.1115/1.1915389

e-mail: greg.walker@vanderbilt.edu

Introduction actual measurement is complicated by the fact that the heat load

Aerospace vehicles often encounter deleterious heating enylo, not be uniform across a surface because of lateral heat con-
P . . . g eng, ction[4]. Recently, new techniques for heat flux determination
ronments during hlg_h-spee_d flight. Accurate characterization Slich as thermochromatic liquid crystdiELC) [5] have become
heating loads, then, is crucial to survivability of aerospace stru&-

e - ore popular. Conceptually, this process involves layers of crys-
wres. In controlied tunnel tests, prediction of a heat flux incidegy s inpthipn films aligni%g th)émselv%s based on tempe{ature grgdi-
on a test article can provide meaningful information concerni

. ) ) ts. The orientation can be inferred from spectral measurements
the environment that a full-scale structure will experiencey

whereas temperature measurements tvoicallv do not scale eflected light. The technique can provide high-density surface
per i > typically . Yieasurements but currently suffers from lagging response times
from tunnel to flight conditions. Herein lies the necessity to pr

. o . €["6] and a limited temperature range.
dict heat f_ques. H_owever,_c_haracterlzatlor_] of heating |ois . _An attractive alternative for predicting heat fluxes is the direct
heat flux)in tests is not trivial because direct measurement If

difficult easurement of temperature followed by a data reduction tech-

Although the prediction of heat fluxes contains inherent ch jique to estimate the incident fi] (often called the inverse

. nduction problemIn general, temperature measuremen
lenges, several methods have evolved to accomplish the task %%at conduction problemin general, temperature measurement

) ; be accomplished with acceptable precision and acc(igdcy
varying degrees of success. The most obvious approach to pre h high frequency componenf8] compared to heat flux mea-

ing heat fiuxes is direct measurement with a heat flux gaugH. surements. In fact, thin film temperature measurements have be-
These gauges usually consist of a thermopile and actually meas e so robust and used so extensively to predict heat fluxes that
temperature differences across a thin substrate. Assuming thatt literature will often incorrectly refer to these types of measure-
thermal conductivity and thickness of the substrate can be char. &nts as heat flux measurements. However, this approach intro-
terized, the heat flux can be calculated in terms of the temperatifi-es its own set of difficulties. It is well knO\}vn that the inverse
difference using Fourier's law. _Ho_wev_er, Fh's approximation a$s04 conduction problem is ill-posed in the sense of Hadamard
sumes that the temperature distribution in the sensor is Ilneﬁo] To be considered well-posed, solutions must have the fol-
Wh".:h' for transient (_:ondmons, IS not St.“Ctly valid. The approx'Iowing properties: existence, uniqL,Jeness, and stability. The in-
mation theoretically improves as the thickness of the substratev_grse heat conduction problem is often formulated as an integral

reduced. However, the signal to noise ratio is also reduced for tr@ﬂuation which fails the uniqueness and stability t&&t3 This
substrates. Consequently, heating loads with high frequency tralizans that error in the heat fiux estimate is unbourididTheo-

sients.cannot‘ be measured accurafély In general the problems em 1.17]. Consequently, random noise in the measurement,
associated with measurements from heat flux gauges include sigW - is unavoidable may become arbitrarily large.
response time, flow disturbance, calibration and limited spatial\yhen the conduction problem is linear and one-dimensional
resolution. _ . , analytic solutions can often be obtained for the heat flux using
Alternatives include dlrect.measurement via a calorimgsgr Duhamel's theorenfi12,13]. These solutions often contain unac-
The heat flux can be obtained by measuring the temperati@g aple error§l4]and lateral conduction effects are difficult to
change in time of a known thermal mass. Like the heat flux gauggsolve[15]. Numerical analogs to these analytic methods have
these devices often suffer from slow response time and flow digsep developed to handle nonlinear conduction problEr63.
turbance. Furthermore, the estimation of the heat flux from thgyfortunately, these methods require numerical derivatives, which
only exacerbate the instabilities of inverting the conduction
Contributed by the Heat Transfer Division for publication in therNAL oF HEAT equatlon[ll’.lﬂ' . . - .
TransrER Manuscript received: August 19, 2003; final manuscript received: October 10 deal with the inherent instability of inverse problems, many
5, 2004; Review conducted by: George S. Dulikravich. researchers have developed techniques to damp large oscillations
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in the solution, such as regularizatiph8] and future time meth- Theory
ods[7]. These approaches require a certain amount of bias to bel.

X : he following linear heat diffusion example will be used for
added to the solution and they usually relax the exact matcmngif?&stration purposes. Assume one-dimensional conduction in a

data to obtain a “fit” of the measured data by the model. T : .
residual, which is the difference between the model temperat}zglb of lengthL. The governing equation for temperature change

and the measurement, is minimized with respect to the unknownd' " &
flux. Although these solution methods have proven to be ex- 20 a0
tremely practical and successful, the solution requires a bit of art. — =,
Too much bias and the solution will not match the data; too little ot 9€
bias and the solution will contain large o_scnlatlons._ Note thastlﬁb'ect to the boundary conditions
these solution approaches have been studied extensively, and

appropriate level of bias is usually obtained by requiring the re-

0<p<1, £&>0, (1)

90

sidual to be of the order of the measurement npidg. - =Q(¥), (2)
Despite the apparent difficulties of reducing temperature data, M| =0

the advantages of temperature measurement devices coupled with

inverse techniques make this approach to heat flux determination 0(1,6)=0, 3)

attractive. For example, because temperature measurement de-
vices are usually thinner than heat flux gaufEs], the time re- and the initial condition
sponse is much better and the effect on the incident flows can be
minimized. In addition, temperature measurements are easier to 6(5,0 =0. (4)
calibrate and the data reduction is not limited to one-dimensional
estimation[20]. Therefore, it can be argued that temperature me&he spatial and temporal coordinate have been nondimensional-
surements and inverse data reduction techniques are preferableed (i.e., =x/L, £&=at/L? wherea is the thermal diffusivity.
Despite advances in techniques devised to solve ill-posed prdiire heat fluxQ(¢) at »=0 is a continuous function of and is
lems and account for noisy data, the fact remains that approprigtesumed known. Using integral transforms, the infinite series so-
data reduction remains a balancing act between introducihgion is found to bg29]
smoothing bias and amplification of noise. In many cases, solu-
tions still contain unacceptable errdd?]. The present work sug- * 13 ,
gests that many of the stability problems associated with the in- 07,6 =2, cosBmm) f Q(&)ePm& g’ (5)
verse heat conduction problem can be mitigated by measuring a m=1 0
different quantity, namely the heating rdt1,22]. The heating _ _
rate in the present context is defined as the time rate of changendtere the eigenvalues are the positive roots of 8gs=0, i.e.,
temperature for a given location and time. It will be shown tha8n=(2m-1)7/2 wherem=1,2,3,....
the data reduction is inherently more stable if this quantity could If the heat fluxQ(¢) is unknown, Eq(5) is a Volterra equation
be measured. However, no method exigtaatil now) to measure of the first kind for a known temperature, and the solution is
the heating rate directly. The heating rate approach representsnatable for discrete temperature measurements. Because TGP
departure from typical heat flux determination methods such aseasurement is an optical technique, measurements can only be
those discussed briefly above, because the temperature is notreaele on the surfade;=0). If we assume that the temperature on
plicitly required for the estimation of heat flux. the surface is measured ltdiscrete times, then an estimate for
If the heating rate could be measured, the solution of the cotive unknown heat flux can be found using standard inverse solu-
duction equation for an unknown boundary flux becomes a Volfion techniques. It can be argued that because measurements are
erra equation of the second kind. It is well known that first kingestricted to the boundary, inverse methods are not required. In
Volterra equations are ill-posed in the sense of Hadarid@d, this case, the measured surface temperature can be treated as a
and that second-kind equations are not. In fact, many inverse $@undary condition for the forward conduction solution. The heat
lutions involve approximating the ill-posed equation by converfiux can then be obtained by differentiating this solution. Because
ing it to a \Volterra equation of the second kif2B]. measurements are discrete and contain noise, however, inverse
The objectives of the present work are to demonstrate a statdehniques can serve to stabilize the solufibs)].
method for estimating heat flux from measured heating rates andn the present work, the solution for the heat flux from mea-
to describe a technique to measure heating rate. The estimasoned temperatures involves inverting E§). For simplicity, we
component involves test problems with specific boundary/initiissume that the time increment between each discrete measure-
conditions and simulated noise, which is a common approachrwnt is constanfA£) and that the integral over all times in E&)
evaluating inverse methods. The measurement technique involiesyritten as a summation of integrals over each time step. The
the temperature sensitive decay rate of thermographic phosphditsrete temperature solution at the surface then becomes
(TGP) [24]. Although TGPs have been used to measure tempera-

ture (particularly for remote measuremgnthe current approach © Trg
will leverage particular properties of TGPs to obtain measure- YrIZE E Q(gf)eﬁfn@’-ér)dg/, (6)
ments, which are proportional to the heating rate, not temperature. meli=1 Jg

Thermographic phosphors are rare-earth-doped ceramics that
fluoresce when exposed to ultraviolet radiation or similar excitavhereY indicates that the temperature is a discrete measurement
tion. In general, the intensity, frequency line shift, and decay rag the surface, not a continuous function, ariddexes time such
are all temperature dependent. As a result, they have been usedtat & =rA¢, r=0,1,2,... andY(&)=Y,. Now, the heat flux is
remote temperature sensing in many applicati@id. Many ma- approximated analytically by assuming a piecewise integrable
terials have been used and tuned for specific applications witHumction Q(£') over each time step and solving for the unknown
great deal of succed®6-28]. However, they have never beerunction parameters at each time step. Note that a piecewise con-
used to predict a heating rate. It is the strong dependence of thant assumption would theoretically work here. However, the
decay rate on temperature that will be leveraged to acquire a heatmmation in the heating rate formulati¢aeveloped latergloes
ing rate. This simple proof-of-concept described herein demonet converge in a finite number of terms without additional as-
strates the ability to extract heat fluxes with far greater accurasymptions. Therefore the following linear approximation is
than previously possible. considered:
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Q-Q._; tion, the point of the present work is to demonstrate how the use
Q) =Q - A—g(& -§&), (7)  of heating rate measurements does not require the introduction of
bias to obtain stable solutions. Therefore, the exact matching ap-
whereA¢ is the time step sizeg_, <& < §, andQ;=Q(&). The proach will be used to highlight the difference between the
integration can be performed analytically leading to a seNof methods.
algebraic equations The measurement of heating rate from TGPs is not a direct
. ; ; measurement. Instead, the intensity of phosphor emission is mea-
Qi 2 20, _ Q—-Qi_1. 2 sured at a sample rate that is higher than the decay rate. After a
Y =22 E B_zl[eﬂm(g' & - efnlbx fr)]_z ?Tél[eﬁm('f' & phosphor is excitedusually by an ultraviolet light pul3e the
m=1 | i=1 Pm i=1 concentration of excitation centef@xcited electronsis governed
, by the differential equatiof33]
- P81+ BEAY] (. (®) dn
T—+n=0, (12)

dt
Note thatY, and Q, are assumed to be zero. The solution of the . e . . .
foregoing expression leads to an estimate of the heat flux at edéfere is the lifetime of an excitation center. Assuming thds

time step. a constant in time, the solution can be written as
The proposed approach to predicting heat flux requires mea- Il n t
surement and calculation of the heating rate. A heating rate can be T = o =exp - ML (13)
o 0

found analytically by differentiating Eq5) with respect to time.
The formulation for heating rate, given as where the intensity is proportional ton, andl, andn, are values
" at the beginning of the decay. The decay timean be estimated
_ a0 _ from a series of intensity measurements collected during the de-
A(”’g)‘ﬂ_g(”’g)‘zz cos(ﬁmn)lQ(g) cay. If we assume that the phosphor has been completely and
=l carefully characterized, the decay time is a material property that
3 - is a well-known function of temperature. Calibration curves are
—,BﬁJ Q(&")elfme=9d¢" |, (9) generated that relate to temperature for a given phosphor. By
0 estimatingr from a single pulse, we can deduce the temperature
t Hgm these calibration curves. This approach is commonly used to
dpredict temperature from phosphor decay measureni@@isFor
gnany interesting engineering problems, though, the temperature is
not constant in time. Because the lifetimé generally a function
|c_)f temperature, we expeetto change in time as well. Therefore,
e have augmented the model in E43) to use a first-order
Iaylor series expansion of the decay time to introduce the deriva-
Ive of 7. Now the normalized intensity,

suggests that the nature of the solution for heat flux is no
ill-conditioned because E9) is a \olterra equation of the secon
kind [30,31]. The solution approach for heat flux follows the s
lution from a measured temperature by evaluating @gat the

surface(»=0) and inverting. As before, the heat flux can be ca
culated analytically by assuming an integrable form of the he
flux over the time step and integrating. It is not immediately cle%
that the infinite series in Eq9) converges in a finite number of

terms because,_,Q(¢§)—x. In fact, convergence cannot be I t
guaranteed for all functionsee Appendix). However, the Appen- E =exg - dr |’ (14)
dix shows that the infinity cancels for reasonable choice3(gf). T+ Et

For this reason, the piecewise linear function for heat flEg.
(7)] was chosen. This approach represents one of the simplesntains three parametefk, 7, and dr/dt) that are estimated
functions that is integrable and whose series also converges. from a series of intensity measurements using standard parameter
As before, the heat flux is determined at each time whenestimation techniquef34]. This simplistic approach is strictly
heating rate is measured at the surfége0). The integral of Eq. Vvalid for small variations in temperature only because the deriva-
(9) is converted to a sum of integrals over each time step givinigve of the decay time is considered to be a perturbation. dh
&

. . general, (T(t)), so if the temperature changes significantly, the
i N , governing equation for electron concentration, must be solved for
H=22 [Qr—BEnE Q& )efle Hdg } (10)
m=1 i=1J g 4

specific time dependencies efon time. For steady-state daas
in the present analygisd7/dt should be identically zero. There-
wherer indexes the measurements atihdicates a discrete mea- fore, this approximation is justified for the present work.
surement, not a continuous function. Similarkt, =H(&,) and The heating rate can now be computed using the chain rule as
Q,=Q(¢&) is implied. After applying the piecewise linear heat flux do deodr
[Eq. (7)], a set ofN algebraic equations is recovered as I = (15)
t drdt
- ' 2 2 wheredf/dr is a temperature dependent material property and is
H =224 Q = X Qe — ehnlbi-n0)] derived from the sampe calibratiog curves used to gbtgin t¥empera-
m=1 i=1 ture from decay time. The parameter of interést/dt) is ob-

4 Q-0Q 5 5 tained through a fit of intensity measurements. Through test cases,
+ >, S el — fnlbimi)(1+ B2AE)] [ . we will demonstrate that prediction dfr/dt and subsequent data
i1 B reduction ofdé/dt to heat flux is inherently more stable than

(11) estimating heat flux from temperature measurements.

See the Appendix for full development and convergence of Epesylts

(11). Now the unknown heat fluxes can be solved algebraically

given the heating rate measurements. Data reduction. To compare different methods for predicting
The approach for estimating heat fluxes from both measurbdat flux, a known analytic function was chosen as the exact heat

temperatures and measured heating rate is an exact matching téok; Q, to which all estimates will be compared. Table 1 lists each

nique often called Stolz’s methd82]. While this is not strictly an type of heat flux that was examined. The exact analytic solutions

inverse method because no bias is introduced to smooth the satuboth the temperature,, and the heating raté{, [Egs.(5) and

562 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Reported values are norms of the error between the Table 2 Significance test for variance of errors between the
exact heat flux, Q, and the estimated heat flux Q,, i.e., |Q-Q, temperature case and the indicated heating rate approach. For

where e corresponds to the type of estimate given by the col- values greater than F(0.05;50,50)=1.6125, the hypothesis that
umn labels the variances are equal must be rejected.

Test Case Y Y, H H, H, H

zero 0 15171 0  0.1178 0.9488 Test Case | Hn d

triangle | 0.0006 1.5171 0.0006 0.1181 0.9656 Zero 166.2 2.560

sine 0.3998 1.5509 0.9215 0.9149 1.9987 :

square | 0.4914 1.4603 09735 09363 1.1972 triangle 166.2  2.471

sine 2.898 0.602
square 2472 1.507

(9), respectivelyyvere calculated to provide the measurement data
from which the estimates were derived. The time stepAé&
=0.02 giving 51 samples within thé&=1 duration of the experi-
ment. Normally distributed random noise was added to the mea-the solution—meaning that the estimates were consistently ei-
surements to evaluate how the estimators behave when meastiver over- or underpredicted—the calculated mean of the error
ment error exists in the temperatuié, and heating ratesl,,. The was compared to a mean of zero. In all cases, the significance test,
magnitude of the noise added to the temperature data has a sgiven by
dard deviation ofe=0.02, which provides visual evidence of er- -
rors in the temperature for unity heat fluxes. X {‘io =t(a;n-1), wue=0, (16)

To provide a meaningful and fair comparison between the heat- s/vn

ing rate and temperature estimation approaches, it is not clear hows satisfied for the two-sided 95% confidence level. Therefore,

much noise should be added to the heating rate data. After all, the |se of Eqgs(8) and (11) do not introduce significant bias.

noise is primarily a function of the measurement equiPmenkyajyation of the “quality” of the estimates proceeds from a com-
which is entirely different than temperature measurement de"'cﬁ%rison of the variances. Because the focus of this work is to
As a first approximation, the same noise level could be addedfgaluate the heating rate approach to that of a temperature mea-

both data sets. However, for a given heat flux, the magnitude Qirement approach, the null hypothesis assumes that variances of
the variation in heating rate is larger than the variation in tempeg—

: ) . e errors between any two estimates are equal. If the null hypoth-
ture. For example, given a triangular heat flux with a value y q P

) h K th . o X sis is accepted, the two approaches generate estimates whose
unity at the peak, the maximum temperature rise Is approximatelyi, s are statistically similar. The alternative hypothesis is that

0.5. The maximum heating rate is approximately 2. Therefore, t ; :
signal is 4 times that of the temperature data. Consequently, o vanance of the temperature appro(am:ﬁ is larger than that of

make the signal to noise ratio between the two data sets compdY other approactv?).

rable, a noise level of 0.08 was added to the heating rate data to Hg:0% = 02 (17)
obtainH,. Of course the relative magnitude of each signal varies
depending on the heat flux. Nevertheless, the triangular heat flux H11021 > 0% (18)

was considered to be representative of all fluxes tested and in all e ) » )
cases the amount of noise added to the heating rate was four tiff§§2USe we are claiming that noise becomes amplified, the vari-
that added to the temperature data. Note that this approach haffife Of the noise is a good measure of the amount of amplifica-
seems fair in the zero flux case, when there should be zero sighiel- The ratio of variances has afrdistribution [F(a;N,N)

To provide an additional comparison, a second heating ratei6:/s5] for given degrees of freedonN=n-1=50 for both
generated by differencing the noisy temperature ¥atdBecause Ssampleg35]. At a confidence level of 95%;,=1.6125. Therefore,
noisy data is being differentiated, we expect errors associated wifi¢ null hypothesis must be rejected for any ratio greater than
these dataHy to be large. Table 1 reports the error norfs 1.6125, which means that the difference in the variance is statis-
-Q4, whereQ is the exact heat flux an@, is the estimated heat tically significant. Table 2 shows the values for the comparison
flux indicated in the table for each set of fabricated data. In gefRetween errors from the temperature approach and the two heating
eral, the errors associated with estimation based on the heatifitp approaches. Based on this significance test, the only simula-
rate are less than the errors for the temperature data. tions where the variance could not be considered significantly

The estimates were obtained assuming a piecewise linear héiferent isQy for the sinusoidal and square heat flux cases. In all
flux as described in Eq$11) and(8). In the case of zero flux and other tests, the null hypothesis is rejected and the heating rate
triangular flux, the linear approximation matches exactly with thepproach is considered “better” than the temperature approach.
analytic heat flux. Therefore, the error in the estimates using exacfThe first test case examined is the zero heat flux. The exact
data(Y andH in Table 1)are nonzero but small. These values areurface temperature is zero in this case, but the temperature signal
nonzero because the infinite series is approximated with a finitéth added noise is nonzero and shown in Fig. 1. From the zero
number of terms. The number of terms used in each case wesat flux, a zero heat rate is also foufghown in Fig. 2 along
2000. The norm of the error associated with 2000 terms is of tiéth noisy data). The first noisy sign#l, was obtained by adding
order of 10 for the triangular case. Using exact data for the sineormally distributed random values with a standard deviation of
case, for example, still yields a nonzero error because the integrad 0.08 (four times the noise assigned to the temperature Signal
of the piecewise linear approximation does not match the analyt the zero signal. The second noisy signal was generated by cal-
solution exactly. culating a backward difference of the noisy temperature ¥ata

To establish the statistical significance of the difference bé&his is a simplistic approach to obtaining a heating rate that dem-
tween the estimates derived from different data, the sample mearstrates how noise in the temperature is amplified by differenc-
X and sample varianc® of the errors for each simulation wereing. The standard deviation of noise inherentHg is s=0.95,
calculated. Further, the distributions were checked for normalityhich is nearly 50 times that of the temperature data and more
by plotting the standardized normal scores against the obsenthdn 11 times that of,,.
errors. A linear shape verified that all errors are normally distrib- Heat flux estimates for the zero flux case are shown in Fig. 3 for
uted. To ensure that none of the methods contain significant btag noisy temperature and heating rate data sets. It is immediately
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Fig. 1 The temperature response to a zero heat flux is shown
with and without added noise. The normally distributed random
noise has a standard deviation of  ¢=0.02. Lines are added to
guide the eye.

obvious that the estimates produced from the heating rate data

Heat Flux

-0.6

0 0.2 0.4 0.6 0.8 1
Time (£)

Fig. 3 The heat flux estimates of the zero flux case from tem-
perature measurements Y, heat rate measurements H, and dif-
ferenced temperatures H,. The lines connecting the estimates
merely guide the eye.

lifies the noise. In fact, thE/N ratio for bothHy and H,

far superior to estimates from temperature data. As listed in Taklg, 14 pe comparable when compared to B8l ratio for Y,,
1, the norm of the errors is 12.9 times larger for the temperaturerpg neyt test case examined is the triangular heat flux, whose
data and 8.05 times larger for the differenced heating rate datadgsce temperature history is shown in Fig. 4 with and without

compared to the noisy heating rate dea Ironically, the differ-

additional noise. As in the zero flux case, the noisy signal is ob-

encing of temperature datdy seems to produce better estimategyineq by adding a normally distributed random component with
than the temperature datg. This plot and the reported errors alsostandard deviation of=0.02. Visually, the noise is a small per-
indicate how much the errors are amplified. Table 3 shows “E%ntage of the actual signéh-4%). The noisy temperature his-

error in the estimate normalized by the error in the measurem

y is used to predict heat fluxes by inverting Ef) with the

This ratio of error in the estimate to error in the measuremeRiaihog described above. This is inherently an unstable process,

(noise)is given as

and the estimate from noisy da(ayn in Fig. 5 shows that small
errors become amplified in the solution. No attempt to relax the

Q-Qy,
Azl 4o

where the temperature data and estimates can be replaced byTéhée 3 Amplification of noise can be deduced from the ratio
corresponding heating rate data and estimates. For the estim&fgi§e norm of the errors in the estimate to the norm of the
from temperature measurements, the error to noise ratio is N°/S€ in the measurements. Larger numbers indicate that the
approximately 11 for the triangular and zero flux cases, but tﬁ@qphﬂcaﬂon of noise is greater.

E/N

error to noise ratio of estimates from the heating kHyés 0.2 and Test Case | Y, H, H,
from differenced hegtlng rale_ld is 0.1_. TheI_E/N ratio forHyis so _ Z€r0 11.14 0.293 0.106
low because the noise level in the signal is so high. Therefore, this N
metric does not allow quantitative evaluation of the estimates trlangle 11.14 0.194 0.106
from measurements but provides a sense of how each method sine 11.39 1.506 ©.100
square 10.79 1.541 0.111
0.5
% 04+
i
(o)}
5 o 03
©
i g 0.2
=
D
ST 1 F 04
-4 . P Qﬁf
0 0.2 0.4 0.6 0.8 1 0re = c 9 1
Time (&) Yn .......... o um—
-0.1 !
Fig. 2 The heating rate response to a zero heat flux is shown 0 0.2 04 0.6 0.8 1

with and without added noise. The normally distributed random Time (&)

noise (H,) has a standard deviation of 0.08, and a central dif-
ferencing of the noisy temperature Y, is used to produce Hy,
which has a standard deviation of 0.94. The lines connecting

the points merely guide the eye.

Fig. 4 The exact temperature response to a triangular heat
flux profile (see Fig. 5). The noisy signal has a normally distrib-
uted random noise with standard deviation 0=0.02.
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Fig. 7 Heating rate measurement data for the triangular case
with an without added noise are shown. The lines merely guide
the eye.

Fig. 5 The heat flux history estimates are derived from the
temperatures in Fig. 4. The estimate from noisy data, Qy,, dem-
onstrate how small errors become amplified. The lines merely
guide the eye.

linear approximation. Therefore, there is an error inherent to the

solution, introduce bias or otherwise implement any stabilizatigiptmates even W'Fh exact data. For this demonstration, a sinu-
dal heat flux with a frequency of the order of the Nyquist

techniqgue was made. In practice, a true inverse procedure wo uency was selected. The hiah-frequency component in this

be implemented to achieve less noisy results than the exact matefia <oy ed. gh-irequency P

ing procedure used here. In fact, the zero residual metaftein ata will further exercise the methods. The exact temperature re-

called Stolz’s methofi32]) is a worst-case scenario. However, th:ﬁpggf‘e t%taé Smg;g&‘g%gi?; fgfé I:h%rwr\w/v?aniF 'g'gs'lr?'gglt?lrlggss

method was chosen to illustrate that estimates from a noisy he Fatng . 9. 9. . 1
YEn the exact data appear to be noisy because of the piecewise

ing rate can provide reasonable and accurate estimates with ar aporoximation and the hiah-frequency content of the heat
bias. Figure 6 shows the estimates produced from the heating e PP 9 q y

data sets, which are shown in Fig. 7. Both sets of estimates appear
to match the exact solution closer than the estimates in Fig. 5. g5
Note how closely the heating rate measurements with ndjse

visually matches the exact solution. The results suggest that direct 0.2
matching solution of the Volterra equation of the second kind is
not nearly as sensitive to measurement errors as the \Volterra equa
tion of the first kind. In fact, the error in the noisy estima@_
appears to be damped, and the solution contains little bias and
almost no noise. However, the surprising feature is t@ag,
which was produced from a signbly (open triangles in Fig. 7)
whose noise is 20% of the actual signal, faithfully reproduces the
original heat flux with errors comparable @ . Table 1 demon- -0.05
strates that the estimates from all varieties of the heating(kgte

0.15

I
o

0

Temperature
o
o
3]

H,, andHg) contain very little error. 01T
The next case examinddine-wave heat fluxdoes not have an -0.15
analytic solution that can be modeled exactly with a piecewise 0 0.2 0.4 0.6 0.8 1
Time (&)
1.2 T ! Fig. 8 Temperature solution to a sin wave heat flux with and

1 without added noise

0.8

0.6

Heat Flux

Heating Rate

3

f

044 0.2 0.4 0.6 0.8 1 -6 - / ]
Time (&) 8 i ;
0 0.2 04 0.6 1
Fig. 6 Heat flux estimates derived from heating rate data us- Time (€)
ing an exact matching scheme. Noise in the measured data is
not amplified as in case of temperature data. The lines merely Fig. 9 Heating rate measurements of the sinusoidal heat flux
guide the eye. with and without noise
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Fig. 10 Error in the heat flux estimates derived from tempera- Fig. 12 Temperature solution to a square wave heat flux with
ture measurements for the sinusoidal case and without added noise
flux. does not capture the discontinuity well. In fact, the error shows up

Figures 10 and 11 show the difference in the flux instead of @ & bias for all times after the jump. Interestingly, the norm of the
actual estimatéi.e., Q—Q,). The apparent periodicity of the error €Or is comparab_le to that from tem_perature mea_surements. Ne\_/-
in the estimates from the heating rate measureméFits 11) ertheless, noise is often more deswable_ than bias if an experi-
indicate some bias in the solution. In fact, the heating rate und8gnter must choose between the two. This artifact, however, does
predicts the flux by an average of 12% at the peaks. The bias {§@ necessarily mean that heating rate can not be considered a
result of the piecewise linear approximation and, incidentally, &esirable quantity to measure. For example, Fig. 16 shows how
still smaller than the error associated with the estimates derived
from temperature dat@see Fig. 10).

The final test case is particularly interesting because of the dis-
continuity inherent to a square flux. At the point when the flux is
instantaneously turned on, the heating rate would theoretically be
infinite. A measurement of this sort is not physically possible, and
a piecewise linear approximation of the flux will not capture this @
discontinuity. However, the temperature remains finite and mea- &
surable. Therefore, we expect significant errors at the times when 2 -
the flux is turned on and off for the hating rate case and errors g
similar to previous test cases for the temperature measurements$ -4
Temperature measurements and heating rate measurements at
shown in Figs. 12 and 13, respectively. Note that the magnitude of
the heating rate is large at the discontinuity compared to the other  _g
test cases. Also, the reader is reminded that the amount of noise
added to the measurements is 0.02 and 0.08 to the temperature -10 0 02 02 06 08 1
and heating rate measurements respectively. The estimates derive: ’ Time ®) ’ '
from temperature measuremeffEsg. 14)exhibit the usual ampli-
fication of noise as the previous test cases. However, the estimgi@s 13 Heating rate measurements of the square heat flux
derived from heating rate$ig. 15) show somewhat different be- with and without noise
havior than the previous test cases. The heating rate measurement

o N b OO

1.4
1.2
1
0.8
5
T 06
B o4l
ks 0.4 9
0.2 Q
Qy” ©
0
-0.2
-0.4 .
0 0.2 0.4 0.6 0.8 1
0.6 L L Time (&)
0 0.2 0.4 0.6 0.8 1
Time (&) Fig. 14 The heat flux history estimates are derived from the
temperatures in Fig. 12. The estimate from noisy data, Oy,
Fig. 11 Error in the heat flux estimates derived from heating demonstrate how small errors become amplified. The lines
rate data for the sinusoidal case merely guide the eye.
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Fig. 15 Heat flux estimates derived from heating rate data ~ (see  Fig. 17 Phosphor emission from La ,0,S:Eu after LED excita-

Fig. 13) using an exact matching scheme. Noise in the mea- tion was turned off. The data was translated so that the peak
sured data is not amplified as in case of temperature data. The emission occurs at =0 ms. Fitting parameters are shown in
lines merely guide the eye. Table 4.

the error(and therefore, biasdecreases with increased sampley the overall intensity decaysee Table 4). Further the decay
rate, which is contrary to temperature measurement behavior.ties predicted from each model are consistent. As a side effect of
fact, for high sample rates, errors associated with temperature d@f@ estimation procedure, we can also obtain the maximum inten-
are orders of magnitude greater than those associated with healif)g which is also consistent between models. The errors in the
rate measurements. Consequently, the possibility for eliminatiggtimates given by 95% confidence intervals is of the order of the
bias in the heating rate estimates exists, but measurement noisggige introduced in the data reduction test cases discussed in the
omnipresent in estimates from temperature data. previous section. Therefore, the magnitude of the errors observed
in the estimates of the test cases is comparable to what we might
expect to obtain from TGP measurements.

|Based on noise in the steady-state single-shot measurement, we
n evaluate the errors in the estimation procedure when the tem-

data[see Eq(13)]. The estimated parameters are2.31 ms and perature changes during the decay. Data were fabricated by as-
r'ﬂéming 7=2.31 ms from the actual measurement. Then an artifi-

1p=0.00239 V. At steady state, the heating rate, and therefore - . h - .
change in decay time, is expected to be near zero. Therefore eSfl d7/dt=0.3 was added in Eq14) to obtain a new intensity

mates of the decay time should be consistent between modeldneasurement. The error due to noise in the actual measurement
[Egs.(13) and(14)] and the change in the decay tirde/dt from was then superimposed onto the exact signal, resulting in noisy
Eq. (14) should be negligible. From the estimates using the ne ta that includes a nontrivial change in decay time. Figure 18

model[Eq. (14)], the decay time is 2.21 ms, which is 5% different °WS the fit of fabricated data using the typical constant decay
than t[heq c(:on)s]tant modgl and the change in dec?;ly time odel[Eqg. (13)]and the new model, which includes the change in

o " : the decay timgEq. (14)]. If the decay time changes, as in the
0.022 s/s, which is smaller than the noise in the estimate &od foregoing example, then a significant difference between the fits

considered negligible. Because of the noise in the measured sig- . - .
nal, the change in heating rate is nonzero. However, note tfﬁqu‘ (13) and (14) are seer(Fig. 18). Table 5 gives the est

hotomultiplier tube(PMT) measurements are inherently nois ted parameters for the foregoing example. Agreement between
P plier | y Yhe linearly varying model and the fabricated data is exceptional
and no electronic means were used to smooth or average the dg

Estimation of = by decay measurementAs a demonstration
of heating rate determination, the phosphoy@s5: Eu was mea-
sured at steady state to characterize the effects of noise. Sin
shot data are shown in Fig. 17 along with an exponential fit of t

. ) ) ! ‘ -~ ?honstrating that the measurement noise may not affect heating
Despite the noise, the change in decay time has little contributi e determination from phosphor measurements. However, tran-

sient measurements need to be made to verify the utility of the

10 method.

The uncertainty in thed7/dt estimate is 3.3% of the actual
estimate. In addition, the uncertainty in the estimate &f 4.2%
of the actual estimate. Because the estimate ahd estimate of
dr/dt are related to temperature and heating rate, respectively, the
data suggest that noise in each measurement should atsd%e
In fact, this is the level of noise that was used in the preceding
example test cases. Therefore, these measurements from TGPs
indicate that the example test cases are valid estimates of the
errors we expect to see in practice.

Error (0-Q.1)

0.1

Conclusions

A new approach to predicting heat flux is proposed, which may
10 100 1000 improve heat flux estimates by reducing instabilities inherent in
Sample Rate (1/AE) temperature to heat flux data reduction methods. By measuring the
heating rate, the integral equation for heat flux becomes a Volterra
Fig. 16 Norm of the error for estimates derived from the mea- equation of the second kind, which is inherently more stable than
surements indicated on a log—log scale. Errors are normalized the first kind. Analysis confirms that the method is more stable
with the total number of samples. and can accommodate more noise than an approach that uses tem-

0.01
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Table 4 Estimates of decay time parameters based on mea-
sured phosphor data

Table 5 Estimates of decay time parameters based on fabri-
cated phosphor data

I, (V) 7 (ms) dr/dt I, (V) T (ms) drjdt
constant | 2.33 x 107° £2.76 x 107> 2.31 £ 0.038 n/a exact 2.33 x 10~ 2.31 0.3
linear 2.42 x1073+3.3x 10~ 2.21+0.080 0.022+0.0153 constant | 1.93 x 1073 £2.93 x 10~% 5.20 £0.116 n/a
linear 240 x 1073 £3.6 x 10~ 2.27 +0.095 0.303 +0.010

perature measurements. The method for measuring heating rate
uses thermographic phosphors, which is already being used to
measure temperatures. Greek

Evaluations of the measurement technique indicate that the
TGP measurement noise is similar in magnitude to temperature
measurement noise. Consequently, estimates from heating rate
data are expected to be much more stable and accurate than esti-
mates from temperature measurements. Therefore, TGPs may
prove to be an excellent heat flux determination technique where
surface measurements can be made optically.

However, the example measurements are preliminary and futur

‘e‘m\] >§ ™

work will improve the reliability of the estimates. Furthermore;

eigenvalues

normalized temperature change
normalized spatial dimension
normalized heating rate
phosphor decay time
normalized time

basis functions

sﬁbscripts/superscripts

work needs to be done to characterize TGPs for these types of d = difference
measurements. For example, the decay rate, excitation frequency, I = summation index
emission frequency, temperature range, and proximity sensitivities m = eigenvalue index
need to be tuned for each application. Despite the work that needs n = noisy

to be performed to raise the process to a production level, signifi- o = initial value
cant and inherent advantages can be seen from the foregoing r = measurement index
proof-of-concept.
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* &
A(a:zElQ@)—ﬁ% f Q(g')eﬁﬁﬁ’-@df’]. (20)
m=1 0

Nomenclature
t = time

13
B f Q&€ -0de = [Q(¢ ) -9
0

H = heating rate measurements or hypothesis ¢ ,
| = phosphor emission intensity - dQ_(g)eBZm(g’—g) 1
; . ; dg"  (21)
L = conduction domain length o dé
Q = normalized heat flux
M = number of terms in the series 5 ng(g’) -
N = number of measurements =Q(& -Q(O)e"gmg—f d—eﬁm(§ “dg’ (22)
R = residual 0 ¢
Y = measured temperatures Now the heat fluxQ(¢) in Eq. (22) cancels with the heat flux in
Eq. (20) to give an equivalent infinite series
0.0025 : . . . . . o ¢
linearly varying deca 2 dQE) 2 g ..
k, )(:ons){angt deca§ ----------- A9 = 22 lQ(O)e Bm§+f —dg’ en€-8d¢ (23)
0.002 £, measurement o m=1 0

Now the offending infinity has been eliminated. Because0

<&, each term in the series contains an exponential with a nega-
tive exponent. As the eigenvalue increases, all terms will approach
zero if the heat flux derivative is a bounded function. This as-
sumption is not unreasonable because it represents a physical
quantity and will not likely approach infinity. However, the series
still may not converge because the value of the exponential will
approach unity at the upper limit of the integral. Therefore, the
convergence is undetermined because the function is pointwise
bounded, not uniformly bounded.

Despite our inability to prove convergence in general, we can
show that certain discretized forms of Eg0) do converge. Note
that Eq.(23) should not be discretized directly as in EJ.0),
unless the first term is also summed and evaluated at the begin-
ning of each discrete time step.

0.0015

time (ms)

Fig. 18 Fit of fabricated noisy emission data using the con-
stant and linear decay models

568 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



If we assume that the heat flux can be approximated by some r-1

piecewise function, the integral in E(R0) can be expressed as a = 22 Q-Q_l1-¢€ FBRAE] - > l[eﬁm<§. &)
sum of integrals m=1 i=1
"ré
-25{o- | Qe (2 -ehlbra] (34)
m=1 &1

where the functions are evaluated at discrete times, suc}f,thaﬂn this case, we end up with a term where0. The limit given by
=rA¢ r=1,2,3,...,6=0,H,=H(&), Hp=0, Q,=Q(&), Qu=0 Eq. (31) approaches one and convergence is undetermined.

Now assume that the heat flux is g|ven by some |ntegrabIeF0f a piecewise linear heat flux approximation as presented in
function between time steps. The simplest is perhaps a constd; (7), the heating rate is given by E€L1). By considering the
such that the value during the time step is also the value at tt§sm wherei=r separately as before, E(L1) becomes

later time step. r-1
QEN=Q, é,<¢&<E&. (25) Hi= 22 Q - Q[L-ere - 2 QePn8) - efhlamto]
Because:Q(g) is a constant, it can be taken outside of the integral,
and the integral can be evaluated exactly. L& _ Qr—l[l _ B R AL 1)]+ 2 Q-Q- Q= Qa6
'BmAg i=1 ﬂrﬁAg
= 22 Q- ﬁmE Q.;[eﬁﬁw“" &) - i8] ¢ (26)
i - - fPBIAE- )] | (35)

The final term in the internal summation can be evaluated sepa-

rately to obtain .
y The Q, terms cancel. All other terms except one contain an expo-

nential with a negative exponent, which has already been shown
= 22 Q- Q1 - e - Qefnl8) - efulb-8)] . to converggsee Eq.(31)]. The last term to consider is

r-1

m=1 i=1
(27) Q Qr 12 1 Qr -1 4 E > (36)
The advantage of this is that now the offending infinity in the m=1 'Bm A (2m b
outer summation has been canceled. It can be shown thakE[,_,1/mP converges if and only ip>1
-1 (Corollary 4.3.7 from Beldlng and Mitche]B6]). Because T
= 22 Qe BoAE _ E Q[eﬁm(-f. &) _ ofaléo1 €0, (28) >1/(2m-1)? for largem, the series in E(36) converges by the
1 -1 comparison test. Now because each series in the equation con-
nc%es the equation for heating rate converges.
Each term in the summations can be expressed as some consta
(the heat flux at a point in time the sum of exponentiall the
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Condensation From Pure Steam
and Steam-Air Mixtures on
arianeriggs | INtegral-Fin Tubes in a Bank

e-mail: A.Briggs@gmul.ac.uk
. Data are reported for condensation of steam with and without the presence of air on three
Sritharan Sabaratnam rows of integral-fin tubes situated in a bank of plain tubes. The data cover a wide range
of vapor velocities and air concentrations. Unlike previously reported data for plain
tubes using the same test bank and apparatus, the heat-transfer coefficients for the finned

Department of Engineering, Queen Mary, tubes were largely unaffected by vapor velocity. When compared to a plain tube of fin-tip
University of London, Mile End Road, Mile End, diameter and at the same vapor side temperature difference, heat-transfer enhancement
London, E1 4NS, United Kingdom ratios between 3.7 and 4.9 were found for the finned tubes compared to a plain tube in

quiescent vapor conditions, while values between 1.9 and 3.9 were found when compared
to a plain tube at the same vapor velocity. When compared to the plain tubes, the heat
transfer to the finned tubes was much more susceptible to the presence of noncondensing
gas (air) in the vapor, with enhancement ratios falling as low as 1.5 compared to the
plain tubes when even small concentrations of air were present.

[DOI: 10.1115/1.1915371

Introduction test rig loop were made of stainless steel. An auxiliary condenser,
8g_ntaining ten rows of integral-fin tubes with four and five tubes

per row, was positioned below the test section to condense the
remaining vapor. The condensate was returned to the boiler by

The mechanism of condensation heat-transfer from pure, qui
cent vapor onto single integral-fin tubes is relatively well unde
stood(see for instance, Martdl ], Briggs and Rosg2]). Surface ;
tension induced pressure gradients drain condensate from the 8 Vity. . R
and flanks of the fins, thinning the film and enhancing the local WO banks of tubes(shown schematically in Fig.)2were
heat-transfer coefficient, while at the bottom of the tube condeff:Stéd- Both were housed in a rectangular test section having in-
sate is retained in the inter-fin spaces leading to a decrease in ggtal length 272 mm, width 52.4 mm, and height 250 mm. PTFE
transfer to this part of the tube. Models which include all of the@ushes insulated the test tubes from the body of the test section.
factors, e.g., Honda et 48] and Briggs and Rose] have shown Both banks consisted of ten rows of two and one tubes per row in
good agreement with the large amount of experimental data aval-staggered, equilateral triangular arrangement with a diagonal
able. When banks of tubes are considered, however, the situatigigh of 26.2 mm. The single-tube rows were fitted with noncon-
is more complex, involving interactions between vapor and cofensing dummy half tubes. One side of the test section was fitted
densate and changing conditions down the bank as vapor is \wth a glass window to allow observation of the tubes.
moved by condensation. Experimental data for condensation ofThe results for the first tube bank have been reported previously
refrigerants on banks of integral-fin tub@se for instance Honda in Briggs and Sabaratnaf®]. In this case all 15 test tubes were
et al.[5-7], Briggs et al[8]) suggest that the enhancing effect oplain copper tubes with outer diameter of 19.1 mm, inner diameter
vapor velocity seen during condensation on plain tubes is mugR.7 mm, and condensing length 272 mm. In the second test bank,
less significant on finned tubes, while the detrimental effect @fie results from which are reported in detail here, the plain tubes
condensate inundation on tubes low in the bank is also less ifi-rows 5, 6, and 7 where replaced by copper tubes with rectan-
portant. The situation, however, is still far from fully understoodgular cross-section integral fins. The finned tubes had the follow-
Previous work on single tubes has highlighted the importance iy dimensions: fin-tip diameter 19.1 mm, internal diameter
obtaining experimental data for fluids with a wide range of thef: 7 mm and fin thickness, height and spacing 1 mm, 1.5 mm,
mophysical properties and tubes with a wide range of geometriggy 1.5 mm, respectively. These dimensions were based on the
in order to fully understand the mechanisms involved. To this engbgyits of previous work on single integral-fin tubes and are close
this paper presents experimental data for condensation of Stet%”bptimum for condensation of steam.
on integral-fin tubes in a staggered bank. The fin geometry wWasgach row of tubes was cooled separately by water with the
chosen, based on earlier work on single tubes, to be near optimygy|an inlet temperatures and flow rates the same for all rows.
for condensation of steam. The heat-transfer rate to each row was calculated from the coolant
. flow rate and temperature rise. The coolant flow rate to each row
Apparatus and Data Reduction was measured using variable-aperture, float-type flowmeters with

Figure 1 shows a diagram of the test rig. Steam was generatgd uncertainty of 2%. The coolant temperature rise in each row
in a stainless steel boiler containing 25 electric immersion heatquas measured by a 10-junction thermopile, with junctions placed
of nominal power 10 kW each. From the boiler the steam travelésl well-insulated mixing chambers at inlet and exit of each tube
through a 180° bend and then through a 1.5 m long calming seew to ensure adequate isothermal immersion. Upstream vapor
tion before entering the test section vertically downwards. The tasinperature and pressure were measured using a stainless-steel
section and the sections just before and after it were made frgieathed K-type thermocouple and a U-tube mercury manometer
anodized cast aluminium alloy modules and all other parts of thgspectively. All the thermocouples were calibrated against a pre-

cision platinum resistance thermometer, itself calibrated to an ac-

Contributed by the Heat Transfer Division for publication in therRNAL oF HEAT CuraCy of 0.001 K. The uncertamty In temperature measurement
TransFER Manuscript received August 31, 2004. Final manuscript receivelSINY the thermocouples was estimated at less than 0.1 K, and that
December 22, 2004. Review conducted by: Raj M. Manglik. for the coolant temperature rise, measured with the ten-junction

Journal of Heat Transfer Copyright © 2005 by ASME JUNE 2005, Vol. 127 / 571

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



form radial conduction through the tube wall,, was taken as the
arithmetic mean of the four outside wall temperatures.
The finned tubes in the second bank were uninstrumented and

in this case the vapor-side, heat-transfer coefficient was found by
subtracting the coolant and wall resistances from the measured
overall thermal resistance. To obtain a correlation for the coolant-

side, heat-transfer coefficient the data for the instrumented plain
% tubes in rows 5, 6, and 7 of the plain tube bank were used. Care

Calming Section

Test Section

was taken in the design and construction of the two tube banks to
ensure that the plain and finned tubes had identical internal geom-
Air etry, including the entrance, exit and transfer passages for the

Manometer

10 B 4| Auilier . .
Flow meters \Condenyser )</ coolant, to ensure that the measured coolant-side correlations ob-

I
to Test ' tained from the instrumented plain tubes could be used with the
Section ‘ uninstrumented finned tubes. The coolant-side data for the instru-

mented plain tube rows are shown in Fig. 3, plotted on the basis of
Coolant the Seider and Tafel 0] correlation for turbulent flow in a pipe. It
/ Out can be seen from Fig. 3 that the data are well represented by
90<|J|ant .ﬂ- -H- -H- equations of the form
n
]

TC

<
(]
=]
=

0.14
Flow meter to _ 8pL3[ Hc
Auxiliary 25 x 10 kW Nu;=A; RE®PL; <Mwi> @
Condenser Electric Heaters whereA,=0.0284 for rows 5 and 7 an&.=0.0307 for row 6. The
slightly different value for row 6 is due to the fact that this row
had only one active tube while rows 5 and 7 had 2. It should also
be noted that the coefficientg in Eq. (2) are slightly higher than
the often quoted value of 0.027 from the original work of Seider
= 0 ~and Tate due to the short tubes used in the present work. Equation
perature rise in the tests was 0.9 K'to 17.2 K. The vapor-sidg) \yas used to calculate the coolant-side resistance of the three
heat-transfer coefficienty is defined as follows: uninstrumented finned tube rows. This was subtracted, along with
q the tube wall resistance, calculated assuming uniform radial con-
a= m (1) duction (inside surface to fin root diamejefrom the measured
v overall resistance, to obtain the vapor-side, heat-transfer
whereq is the heat flux calculated from the coolant flow rate andoefficient.
temperature rise, and based on the outside surface area of the plaifhe mass flow rate of steam at approach to the test section was
tube or the fin-tip envelope area of the finned tubgeis the local calculated from the power input to the boiler. A small correction
steam or steam-air temperature aRg is the mean outside wall was made for the heat-loss from the well-insulated apparatus. Ac-
surface temperature of the plain tubes in the row or the meaount was also taken of the energy required to heat the injected air
fin-root temperature of the finned tubes. from its inlet temperature to the temperature of the resulting mix-
The plain tubes in both banks were instrumented with four theture. An energy balance was performed between energy supplied
mocouples each, embedded in the walls at the mid-point of the the boilers and energy removed via the coolant and thermal
tube and at angles of 22.5 deg, 112.5 deg, 202.5 deg, and 292%ses. The discrepancy was never greater than 4%. Air was in-
deg to the vertical. The thermocouples were fitted in 2.7 mm deggeted into the boiler, below the level of the liquid to ensure good
slots in the tube walls and covered by copper strips, solderednixing with the steam, and its flow rate was measured using a
place. The local inner and outer surface temperatures of the tubasiable-aperture, float-type flowmeter. The mass fraction of air,
were calculated from the thermocouple readings by assuming uw, in the steam-air mixture at approach to the test section was

Fig. 1 Apparatus (TC indicates position of thermocouple )

thermopiles, was estimated at 0.01 K. The range of coolant te

Vapor l
1y s
H—‘FJQ
L | |
(O Active Plain T
Tubes
Active Finned d|d,
Tubes
. Dummy Plain L —
Tubes — =
Rectangular Cross-Section Fins
t=1mm
Glass Window h=15mm
s=15mm
d=16.1 mm
,=19.1 mm
Plain tube bank Finned tube bank Tube
Briggs and Sabaratnam [9] Present work Geometry

Fig. 2 Test sections and tube geometry
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Fig. 3 Coolant-side data for instrumented plain tubes
calculated from the mass flow rates of the steam and air, and als@n uncertainty analysis was carried out on the results using the

from the measured pressure and temperature upstream of the riesthod of Kline and McClintock11]. This method uses the esti-
section, assuming saturation conditions and using the Gibbsated uncertainties in the experimental measuremg@ngs, in

Dalton, ideal-gas mixture equations, which give coolant flow rate, coolant temperature rise, )ednid calculates the

P—P(T) propagation pf these uncertaint.ies in the report.ed re@uigs, heat

W= S (3) flux, vapor-side temperature difference, gteJsing this method
P=(1-M,/Mg)P(T) and the uncertainties in the measured parameters given above the

The estimated uncertainty in the measurementVpfwas +0.002 calculated u_ncertainty in the vapor mass flow r(amd hence the
for both methods, while the difference between values obtained K§POr Velocity) at the entrance to the test section was never
the two methods was always less than 0.002. The values obtaigégater than 2%. The uncertainty in the heat flux to the test tubes
from the steam and air mass flow rates were used in all subsequi@ Never greater than 3%, the main contribution to this value
calculations. being the uncertainty in the coolant flow rate. The combined un-
The vapor flow rate and air concentration at approach to eagfrtainties in the heat flux and the vapor mass flow rate are in line
row were calculated by subtracting the mass of steam conden¥éH! the small discrepancies in the energy balance for the whole
on upstream rows from the flow rate upstream of the bank. TIR@Paratus discussed above. The main uncertainty in the vapor-side
temperature of the steam—air mixture at approach to each row t-transfer coefficient arose from the use of @to calculate
then calculated from Eq(3) assuming negligible pressure dropthe_coolant-sme thermal resistance. The uncertainty |r(_2E)qvas
down the bank. Estimates of the pressure drop through the baifiiimated as 5%, based on the scatter in the experimental data

indicated that the resulting overestimate of the calculated vapde" in Fig. 3. The propagation of this uncertainty in the calcu-
temperature would never exceed 0.1 K. The “bulk” vapor temi@ted vapor-side heat-transfer coefficient depends on the balance

peratureT,, “bulk” air concentration\W,, and local vapor veloc- of thermal resistances between the coolant side, the tube wall and
T W, ; .
ity, U, appropriate to a given row was taken as the arithmetfl® vapor-side. The two extremes wef&) condensation from
mean of the upstream and downstream values. steam-—air mixtures on the plain tubes, where the coolant-side re-
Fisfance was between 45% and 65% of the tadapending on

Great care was taken to ensure the results where not effecte | f| d th i . i th id
either dropwise condensation or, in the case of the pure ste§ f?n_t ct)w rateb)art1 the 2?;’“ tlndg ff;?"amty |n(§ € vatl_por-5|f e
tests, noncondensing gas. To prevent the former the test tuf8§'CIENt wWas between 4% an 0; ai#] condensation o

re steam on the finned tubes, where the coolant-side resistance

were cleaned thoroughly before insertion into the test section (& . 5
gny s between 55 and 80% of the total, and the resulting uncertainty

ing a dilute chromic acid bath and the test tubes were visua ; -
checked during all test runs by means of the glass window fittedfbthe vapor-side coefficient was between 7% and 28%te that

one side of the test section. To minimize noncondensing ajas in all cases the WaII_ resistance was never greater than 8% of the
in the test section during tests with nominally pure steam, tHigtal and its calculation only dependent on the measured heat flux
whole apparatus was tested for leaks between runs. This was dgfd the tube geometry. Its contribution to the uncertainty in the
by evacuating the apparatus with a vacuum pump and then sealfi#§Or-side coefficient was therefore always small.

it and monitoring the internal pressure over a period of approxi-

mately 10 h. With an initial pressure of around 1 kPa the increa&esults for Pure Steam

in pressure over this period was never greater than 1 kPa. In any| tests were performed at a little above atmospheric pressure

content in the vapor upstream of the test section was also MOfilg 4t approach to the test section between 4.5 and 10.5 m/s and
tored during the runs with pure steam, using the measured te olant velocities between 1.6 and 3.2 m/s

perature and pressure and E8). Using this method the measure

noncondensing gas content for the nominally pure steam tests waRlain Tubes. Figure 4 shows the present results for the plain
never greater than 0.002, which is within the uncertainty of thebe rows(i.e., rows 1-4 and 8-10The results are compared to

measurement. those of Briggs and Sabaratn&@i who, as described earlier, used
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Fig. 4 Results for pure steam condensing on plain tube rows for present and
previous investigations

the same apparatus but with ten rows of plain tubes. Also shownFinned Tubes. Figure 5 shows the variation of heat flux with

in Fig. 4 are the theoretical lines of Nussgl®] for free convec- vapor-side temperature difference for the finned tube roews

tion and Shekriladze and Gomelaufil3], who used the 5, 6, and 7)as well as the plain tube data of Briggs and Sabarat-
asymptotic, infinite condensation rate approximation to model tivam[9] for the same three rows. Data are shown for four vapor
vapor-shear at the liquid—vapor interface. The Nusselt result caslocities at approach to the test bank, namely 4.6 m/s, 6.1 m/s,

be written 7.5 m/s, and 9.2 m/$Note that the vapor velocities given in Fig.
Nu 5 are values for the relevant row and so cover a range of veloci-
5= 0.728F" (4) ties, due to varying condensation rates above this)roke finned
p tube rows exhibit heat fluxes between 2.5 and 3.5 times higher
while the result of Shekriladze and Gomelauri can be writsme than the plain tubes at the same vapor-side temperature difference.
Rose[14]) as For the plain tubes there is a clear effect of vapor velocity on the

B2 heat flux with higher vapor velocities leading to higher heat flux at
Nu = 0.9+0.728 (5) @ given vapor-side temperature difference due to thinning of the
Re? (1+3.44F72+F)1 condensate film by vapor shear, and consequently the data fall
Note that Eq(5) tends to Eq(4) for largeF (low vapor velocity) above the free-convec_tlon model of Nusddl?]. For the flnne_d
and to Nu/Rg%Z: 0.9 for smallF (high vapor velocity). In Fig. 4 tubes, however, there. is no measurable effect of vapor velocity on
and elsewhere in this report the local vapor velotityis based heat-transfer rate. This result may be due to the fact that the sur-

on the total cross-sectional area of the test section normal to g@e tension induced radial pressure gradients in the condensate

flow and the arithmetic mean of the vapor volume flow rates u m continue to drain liquid ffom the fin tips to th_e fin root and
stream and downstream of the row. The present results are in g&3§ Mechanism out ways the circumferential drainage caused by
agreement with those of Briggs and Sabaratf@it can be seen vapor shear. Also, a S|gn|f|(.:ant. portion of the tupe area is on the
that Eq.(5) is in reasonable agreement with both the present afij flanks and root where it will be partially shielded from the
earlier data indicating that the decrease in vapor velocity is tR§€Cts of vapor shear. _ )

main reason for the decrease in heat-transfer coefficient down thé\ISO shown in Fig. 5 are the data of Wanniarachchi e{ ]
bank. There is some evidence, however, that the data for the lof@f & Single tube with fin dimensions the same as those of the
rows of the bank are somewhat loweelative to Eq.(5)] than Present investigation but with a slightly larger fin-tip diameter
those for the upper rows, suggesting that condensate inundatigd-1 mm compared to 19.1 mm in the present investigatioe-

may play a minor role. This is more noticeable for rows 8-10 &ipite the small difference in geometry and the fact that the earlier
the present data where the condensate inundation rate on thesed@ak are for a lower vapor velocity of 1 m/s, good agreement can
three rows is larger than in the earlier investigation due to tHe seen with the present data, confirming that vapor velocity has a
presence of the three finned tube rows in the bank and the congery limited effect on the condensation heat transfer in this case.
quent higher condensation rate on these rows. In Fig. 4, a smlo shown in Fig. 5 is the theoretical result for the present finned
amount of the data was omitted for rows 8—10, where the localbe geometry using the relatively simple, semiempirical model of
vapor velocity fell below 0.5 m/s. At these low velocities air wa$riggs and Ros¢4] for free-convection condensation of pure va-
able to enter the bottom of the test section and neithekAand por on finned tubes. The theory is in reasonable agreement with
(5) would be expected to predict the data under these conditiotise experimental data.

In the above comparisons, the local bulk vapor velocity used wasFigure 6 shows the variation in vapor-side, heat-transfer coef-
based on the overall cross-sectional area of the test section. Wiiidgent with row for the present data and the earlier data of Briggs
it is not obvious which area is the correct one for calculation @gfnd Sabaratnaf®]. Separate plots are shown for 3 different cool-
the local vapor velocity for the case of a tube bank, the use of that flow rates with 4 vapor approach velocities shown on each
minimum area between the tubes and the mean-void(aesathe plot. Note that the ranges of vapor velocity given in this case
total volume of the test bank not occupied by tubes divided by itepresent the decrease in vapor velocity down the bank. Thus the
height)resulted in less good agreement with Es). higher vapor velocity quoted is that at the first row while the
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Fig. 5 Results for pure steam condensing on plain and finned

tube rows
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lower value is that at the tenth row. Figure 6 underlines the good
agreement between the present and earlier data for the first four
rows previously seen in Fig. 4. In most cases a decrease in heat-
transfer coefficient down the bank is evident for both tube banks.
This is particularly evident when the approach velocity is very
low (approximately 4.5 m/)sand the coolant velocity is quite
high (2.6 m/s and aboveand is due mainly to the rapid decrease
in vapor velocity down the bank rather than to condensate inun-
dation. As pointed out earlier, it is also possible that at very low
local vapor velocities, air may have entered the bottom of the test
section and effected the heat-transfer to the lower rows, leading to
the very low heat-transfer coefficients seen for rows 8—10 in Figs.
6(a) and 6(b). In a few cases, where the vapor velocity is high all
through the bank and the air effect mentioned above would not be
present, there is a slight increase in the vapor-side coefficient on
the last two rows of the bank. The reason for this is unclear but
possible explanations may include turbulence in the condensate
film or exit effects from the bank. Its occurrence in many of the
data set$e.qg., in Figs. 6(band 6(c)would tend to suggest this is

a real phenomena and not simply scatter in the experimental data.
Also evident in Fig. 6 is the enhancing effect of vapor velocity on
the heat transfer to each individual row of plain tubes and the
absence of any similar effect on the three rows of finned tubes.

Heat Transfer Enhancement Ratios.When assessing the ef-
fectiveness of enhanced surfaces during heat transfer it is useful to
define an enhancement ratio which indicates the ratio of heat-
transfer coefficients for finned and plain tubes under specified
conditions. For condensation on single finned tubes at low vapor
velocity a convenient enhancement ratio is given by

_ Nufinned tube
S vr— (6)
uplain tube/ sameAT

whereNupain wheis for a plain tube of outside diameter equal to
the fin-tip diameter of the finned tube. Furthermore, it has been
shown in numerous experimental investigatigsse for instance
Briggs et al.[16]) that for low vapor velocity, both plain and
finned tubes exhibit approximately the same dependence of heat
flux on vapor-side temperature differentiee., g approximately
proportional toAT%¥4) and hences,r as defined by Eq(6) is
independent ofAT.

In the case of a bank of finned tubes, the situation is more
complex, since the enhancement ratio should be evaluated for the
same vapor velocity as well as the same vapor-side temperature
difference. To do this curves of the form

Nu
Re?

were fitted to the experimental data for the three finned tube rows
and to the equivalent three rows of plain tubes from the earlier
data of Briggs and Sabaratnd®. In the case of the plain tubes,
fits to the three rows separately gave very similar results and so a
global fit to all three rows together was used. The results are
shown in Table 1. It can be seen that the fits to the finned tube
rows gaven very close to 0.25 illustrating the weak dependence
of heat-transfer coefficient on vapor velociti}ote that for pure
free-convection, as in the Nuss¢lt2] expressionn=0.25 and
A=0.728.)The values ofA whenn is fixed equal to 0.25 are also
listed in Table 1. Figure 7 shows the data for these rows with
curve fit lines also shown.

From the results of the above curve fitting we can define and
evaluate two enhancement ratios for the finned tube rows. The
first is defined as the ratio of the Nusselt number for the finned
tube to that of a plain tube with fin-tip diameter at the same
vapor-side temperature difference, found from the Nuggel
model[Eq. (4)] i.e., for zero vapor velocity.

=AF" (7)
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Fig. 6 Variation of vapor-side heat-transfer coefficients with row for pure
steam condensing on plain and finned tube banks

_ Nufinned _ Afinnec(n = 0-25) _ Nuﬁnned _ Afinned(n = 0-25) 0.14
eato=\ N =\ 7T Ao9a (8) eatu, ~\ N, =\v -~ /)F 9
NuNusseI sameAT 0.728 v Nuplain sameAT,U, Aplain(n = 0-11)

and the second is the ratio of Nusselt numbers for the finned and

plain tubes at the same value of the paramEtere., at the same It can be seen that the first of these enhancement ratios is a con-
vapor-side temperature difference and vapor velocity, calculatstant. The second however is a functiorFefand hence of vapor-

as follows: side temperature difference and vapor velocity. The calculated en-

Table 1 Curve fits and enhancement ratios

Tube Plain Finned Finned Finned
(row) (5.6,7) ) (6) )
A 1.04 3.54 2.68 3.16
n 0.11 0.22 0.23 0.24
A(n=0.25) 1.17 3.53 2.67 3.16
AT o - 4.85 3.67 4.34
sy, | F - 3.39 2.57 3.04
£ar,0,(F =04) - 3.85 2,92 3.46
£47.0 (F =10) - 2.46 1.86 2.20
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Fig. 7 Curve fit lines for pure steam plain and finned tube data
hancement ratios for each of the three finned rows are listedhience the effects of air are mitigated somewhat when substantial

Table 1. In the case of the second enhancement ratio, two valwepor velocity is present. If areas of the finned tube surface are
are given for each finned tube row, evaluated at the extreme vslieltered from vapor velocity effects then air-concentrations will

ues of the parametd¥ for the present finned tube data. build up at the surface more easily and the effects of air will be
o more noticeable for finned tubes than for plain tubes.
Results for Steam—Air Mixtures The steam-air data are compared below with the theory of Rose

As with the pure steam case, all the steam—air tests were F{‘E‘ITZ] fpr forced-convection condensatiqn on a single horizpntal
formed at a little above atmospheric pressure and were repeatl’ét%e_- in the presence of a noncondensing gas. The theoretical re-
on different days to ensure accuracy and consistency. For steatH.L IS here expressed as a relationship between the heat flux and
air mixtures, results were obtained for approach velocities pthe difference in air mass fraction between the bulk vapor and that
tween 4.5 and 7.2 m/s, coolant velocities between 1.6 affithe condensate surface.

3.2 m/s, and air concentrations at approach to the test section up W 2
o 7.8% by mass. o . =05 Ré;’z{ [1 +2.28 56’3(—' - 1)] - 1} (10)

Figure 8 shows the variation in vapor-side, heat-transfer coef-  hyp,D Wy
ficient down the bank for a representative sample of the data. Note .
that the ranges of air concentrations given represent the increfd-€e and Rosd18], it was shown that Eq10) gave good
in air concentration down the bank. Thus the lower air concentr@dreement with experimental data for single tubes and for various
tion quoted is that at the first row while the higher value is that ¥@POr-gas combinations and conditions. o
the tenth row. Data of Briggs and Sabaratri@hfor the bank of ~ T0 compare the experimental data directly to EE0), it is
ten plain tubes are also shown. The variation in heat-transfer d¥:cessary to know the steam-air composition at the vapor-
efficient down the bank for steam—air mixtures is similar to th&ondensate interfac#;, which can be found from Ed3), with
for pure vapor. For all upstream vapor velocities the data fd?s taken atT;, the temperature at the interfadg.was calculated
larger upstream air concentrations show lower vapor-side, hefigm the measured heat flux and wall temperature using the curve
transfer coefficients on the plain tubes at the top of the bank B to the pure steam data represented by [#gand using the
expected. On the finned tubes in rows 5, 6, and 7, the effect of @lues ofA listed in Table I(with n=0.25 for the finned tubes and
on the heat-transfer coefficient is much more marked than on thg0.11 for the plain tubgsThe results are shown in Fig. 9. The
plain tubes, with very small air concentrations leading to redusteam-—air velocity, air concentration, and steam-air temperature
tions in heat-transfer coefficients of up to 50%. This effect iwere calculated from the upstream values and the measured heat
much stronger than on the equivalent plain tubes, as can be sBigxes to each row as described above. Arithmetic means of the
by comparing the present data for the finned tube rows, 5, 6, av@lues above and below the row were used in Fig. 9. As earlier,
7, with finned tubes to those of Briggs and Sabaratf@hfor the the steam-air velocity used in place of the “free-stream” velocity
same three rows of plain tubes. This observation is particula®f the single-tube theory was that based on the overall test-section
noteworthy since the plain tube data are for a much higher rangeea. The diffusion coefficient was evaluated Bt+T;)/2 using
of air concentrations than the finned tube data. The result of thistie equation given by Reid and Sherwdd@]. The density of the
that the effectiveness of the fins in enhancing the vapor-side, hesttam—air mixture was evaluated by assuming an ideal-gas mix-
transfer coefficient is significantly reduced when air is present tare and viscosity was obtained by the method of Wi[R@].
the steam. The effective enhancement ratio with air present isAthmetic means of the values of density and viscosity at the
low as 1.5, compared to values up to 3.8 for pure stésee interface temperaturd; and the local bulk temperatur€,, were
above). As we saw for the pure-steam data, the effect of vapmsed in Fig. 9.
shear in thinning the film and enhancing the heat-transfer coeffi-It can be seen in Fig. 9 that the data for the plain tubes are much
cient is greatly reduced when fins are added to the tubes, chigher than the single tube theory of Rd<€e’]. In Briggs and
partly to areas of the tube between the fins being “sheltered” frofabaratnani9], where these data are discussed in more detail, it
the full effect of vapor shear. When air is present, vapor velocityas suggested that this was due to mixing and recirculation of the
normally acts to prevent high air concentrations building up at tteteam—air mixture as it flowed through the tube bank, which
liquid—vapor interface as vapor is removed by condensation, amdbuld prevent large air concentrations building up at the liquid—
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Fig. 8 \Variation of vapor-side, heat-transfer coefficients with row for steam—
air mixtures condensing on finned tube bank

vapor interface. For the finned tubes, the data are closer to the same vapor-side temperature difference and vapor velocity.

plain tube theory. This could be explained by air concentratioffhe first of these ratios was found to be constant for the present

building up in the interfin spaces where the tube surface is sonuata while the second was a function of vapor velocity and vapor-

what sheltered from the vapor velocity. side temperature difference. Values of these two enhancement ra-
tios are listed for the present data in Table 1.

Conclusions For the steam-—air data, the finned tubes showed a much larger

taining threg rows of integral-fin tUb.eS' For the pure steam CaP% when even small concentrations of air were present, compared
the vapor-side, heat-transfer coefficients for the finned tubﬁjs

. ; . values up to 3.5 for pure steam.
where essentially independent of local vapor velocity and were
between 2.5 and 3.5 times higher than those measured for plain
tubes at the same vapor-side temperature difference and vapor
velocity and placed in the same position in the tube bank. Tw¥omenclature

representative heat-transfer enhancement ratios where suggested A = constant in Eq(7)

for condensation from pure vapors on enhanced tubes in a bank. A;. = constant in Eq(2)

The first was defined as the Nusselt number of the finned tube Cpc = specific isobaric heat capacity of coolant
divided by that for a plain tube calculated from the Nusf&k] D = diffusion coefficient

model for condensation of quiescent vapor and the second as the d = outside diameter of plain tube or fin-tip diam-
Nusselt number of a finned tube divided by that of a plain tube at eter of finned tube

578 [/ Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(qd/hgp.D)IRe,"™

A Finned tubes, Row 5

® Finned tubes, Row 6
Rose [17], Equation (10), Sc = 0.5
& Finned tubes, Row 7
A Plain tubes, Row 5
O Plain tubes, Row 6

© Plain tubes, Row 7

0.1

1 10 100
wiw,

Fig. 9 Comparison of steam-air data for plain and finned tube banks with
single tube theory

d; = inside diameter of tube W, = mass fraction of air in steam—air mixture at
F = dimensionless parametépgdhy,/kKU?AT) condensate-vapor interface
g = specific force of gravity W, = mass fraction of ail_r in steam-—air mixture up-
hyy = specific enthalpy of evaporation stream of test section -
k = thermal conductivity of condensate a = vapor-side, heat-transfer coefficietd (T,
k. = thermal conductivity of coolant ~Two)
Mgy = molar mass of air a. = coolant-side, heat-transfer coefficie(d;/ (T,;
M, = molar mass of steam -To)
Nu = condensate Nusselt numbeésd/k) AT = vapor-side temperature differend@, - T,,o)
Nue = coolant Nusselt numbete.d;/k;) exr = enhancement ratio for a single finned tube in
n = constant in Eq(7) stationary vapor, i.e., Nusselt number for
P = pressure finned tube based on fin-tip diameter, divided
P«(T) = saturation pressure at temperatiire by Nusselt number for plain tube with fin-tip
Pr. = coolant Prandtl numbetucCpc/ ko) diameter at the sam&T ,
g = heat flux based on outside surface area of plain eato = enhancement ratio for finned tube in a bank,
tube or fin-tip envelope area of finned tube i.e., Nusselt number for finned tube based on
g = heat flux based on inside surface area of tube fin-tip diameter, divided by Nusselt number
Re. = coolant Reynolds numbefp Ui/ uo) for plain tube with fin-tip diameter, calculated
R, = two-phase Reynolds numbénU,d/ u) from Nusself12] _theory_at the samfAT
Re, = steam or steam—-air Reynolds number, eatu, = enhancement ratio for finned tube in a bank,

(p,U,d/ ) i._e., _Nus_selt numb_er for finned tube based on

fin—tip diameter, divided by Nusselt number
for plain tube with fin—tip diameter at the same
AT andU,

Sc = schmidt number(w,/Dp,)
T = temperature

T, = temperature at condensate—vapor interface 4 = viscosity of condensate

T. = ;;é)rﬂlagrtattirggefrgruig(;‘r/vnean of inlet and outlet e = viscosity of coolant

- IocaFI) steam or steam—air temperat(aith- M, = viscosity of steam or steam-—air mixture

v J— i i .
metic mean of upstream and downstream tem- Howi = viscosity of coolant evaluated
peratures for tube row P dens!ty of condensate

_ ; ; p. = density of coolant

Two = mean outside wall temperature of plain tube or — density of steam or Steam—air mixtur
mean fin-root temperature of finned tube p, = density ot steam or steam-a ure

Ty = mean inside wall temperature of tube

U, = coolant velocity _ _ References

Uy, = Stea_m or steam-air velocity upstream of test [1] Marto, P. J., 1988, “An Evaluation of Film Condensation on Horizontal Inte-
section gral Fin Tubes,” ASME J. Heat Transfef,10, pp. 1287-1305.
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Liquid-Crystal Thermography:
lllumination Spectral Effects.
Part 1—Experiments

Experiments have been performed to examine the spectral effects of the illumination
source on the hue-temperature characteristics of thermochromic liquid crystals (TLCs)
used in a liquid-crystal thermography system. Five illumination sources were compared
in this study. It was found that “full spectrum” sources, which have a relatively uniform
radiant intensity across the visible spectrum, tend to have the lowest temperature uncer-
tainties and the broadest useful ranges, which are desirable calibration attributes. Ra-
diation in the infrared, which leads to (usually undesirable) heating of a test surface, and
in the ultraviolet, which can damage TLCs, are discussed for the various light sources.
Experimental observations of the effect that UV damage has on liquid crystal calibrations
are also provided. The use of a new method called background subtraction and the use of
white balancing are investigated as methods of improving the calibration characteristics

of TLCs. The uncertainty in temperature associated with different illumination sources
and both background subtraction and white balancing is determined and discussed. It is
shown that these methods can reduce the uncertainty in some cases.

[DOI: 10.1115/1.19092Q7

vents and UV radiation TLCs are commonly microencapsulated
(i.e., the TLC material is encased in a polymer coating, forming
spheres). Microencapsulated TLCs are used in all of the results
presented here.
It is generally understood that the perceived cétmrhue)from
liquid-crystal-coated surface is a function of the spectral char-
acteristics of the illumination source, the reflecting surface and the
2nsing devicg7,9,10]. Wang et all9] state that knowledge of
hese spectral characteristics could be used to predict the
mnsity-temperature relation. Predicting this relation with an ac-
uracy comparable to an actual calibration is unlikely because of
the need for precise knowledge of the characteristics of each im-
g_ging componen(e.g., each new TLC coating may yield different
Bq]flectivity characteristigs Greater understanding of the effect
each component has on the resulting calibration, however, would

Background

Early uses of thermochromic liquid crystdlELCs) to measure
temperature used a single col@rsually yellow)to produce a
single isotherm. Moffaf1] and Jone$2] provide an overview of
liquid-crystal characteristics and their use in heat transfer testinag
Early applications include those of Cooper et[&l} and Hippen-
steele et al[4]. Baughn[5] provides a review of five different
methods of determining heat transfer coefficients using a narro
band TLC.

More recently a range of temperatures has been measured
TLCs by relating the color or hue to temperature. Hollingswort
et al.[6] were among the first to obtaiR,G, andB information
from a single image, which was converted into hue. After calibr
tion, the hue field produces the surface temperature distributi
(thermographypand the heat transfer distribution. Camci et[@l.

- . . . ful.
also used a hue-capturing technique. The peak intensity has bREse . . .
related to a particular temperatuig.,[8,9]). Ijjay and Hollingsworth [11] provided extensive hue-

Several different representations for hue have been propodgfiPerature calibration data for three polymer-dispefseden-
Farina[10]. Hay and Hollingswortfi11] suggested the following capsulatedCNLCs. They found a similarity between the shape of

representation, which is used throughout the present work: the three calibration'cqrves. They also state that severgl other
researchers found similar shaped hue-temperature relations for

— other TLC mixtures when using the same definition of hue. They
V3(G-B) developed a general polynomial equation to collapse three differ-
JR-G-B (D) ent calibration curves to a single universal equation. With this
) o general calibration equation they suggest that only six images
Hay and Hollingsworthi11] report uncertainties of about 7% Of(hue-temperature pairare necessary to apply the general equa-
the useful range. Baughn et §12] showed that median filtering g 1o any CNLC, although they do say that other CNLCs should
can reduce the uncertainties significantlgr example, to about g tested to confirm this.
3.7% with a 5<5 median filter). Hay and Hollingswortfi1] Farina et al[10] describes a method of reducing the effect of
suggest that the response of a chiral nematic liquid crysighckground light source spectral distribution on hue-temperature
(CNLC) may be affected by temperature gradient. Ireland andjipration by normalizing the signal to a set of reference colors.
Joneg 13] explain this affect of the temperature gradient. Andefrhey state that when background lighting is present, the perceived
son and Baughfil4] showed that hysteresis in microencapsulateghor of the microencapsulated TLC surface tends to shift toward
TLC can be as much as 20-60% of the useful temperature rangg color of the background light. This is true, however, it is more
when cooled rather than heated. o _ rigorous to say that the measured color, or hue, tends to (shift
There are a number of overviews of the liquid crystalline stajg, attenuatedioward the background hue of the TLC-coated sur-
(e.g.,[1,2,11,15-17]). To reduce irreversible damage from sQlice whether background lighting is present or not.
A wide variety of light sources have been used to illuminate

Contributed by the Heat Transfer Division for publication in toerNaL oF Heat TLC coated surfaces in the past, e.g., room lighfi@y tungsten

TrANSFER Manuscript receieved: June 27, 2004. Final manuscript received: Janugznlg]v haloger{20-22], flood lampg6], a 3200 K white light
8, 2005. Review conducted by: Kenneth Kihm. source[10], fluorescenf9,11,23], Halolu{ 18], Xenon short arc

Hue = arcta|i
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2 2 1“ thermochromic liquid crystals. The surface reflectivity can be a
: function of both wavelength and surface temperature. The re-
Gain flected light enters a three-chip CCD camera and is split into three
beams. These beams pass through red, green, and blue filters,
respectively, and are finally received by their respective red,
g:; CCD array green, and blue CCD arrays. The red and blue signals pass
i Green through optional red and blue gains allowing complete control of

the relative magnitudes of red, green, and kiue, allowing the

il - - X
T er system to be white balanced). Finally, all three signals pass

) through an overall gain and the resulting signal is sent to the

light source frame capture card for digitization. Please note that this system is

) A similar to that for a single-chip CCD camera where the red, green,
Jsource

and blue components are obtained from an array of pixels on a
single chip withR, G, andB filters on the individual pixels. In this

% ' case, theR,G, and B components are not colocated, but if it is
assumed that the neighboriRgG, andB components can be used

for each pixel(the normal assumption made in liquid-crystal ther-

3-chip RGB mography), then this system will give similar results.

Whield CCD Camera In the current treatment, angular effects are not considered. The

r:,:meu(/i) illumination source position and viewing angles remain constant.

Experimental Setup and Procedure

For these measurementgs2 cm thick copper calibration block
was used to provide a uniform temperature during both heating
and cooling. It was airbrushed with a thin coat of Hallcrest BG-1
black paint and then with a microencapsulated R35C5W liquid
crystal from Hallcrest Inc. The copper block was placed on a coil
heater and the CCD camera was mounted directly above the

A Ay) block. A black drape was placed over the system to minimize

S = Pl (A P Aug) room light and reflected light. The calibration block temperature

| ot piate somed il b]ackpam'md“quidc'rym]s ] was measured using an embedded calibrated thermistor. A Sony
XC-003 three-chip RGB CCD camera and a Matrox Meteor RGB

image acquisition board were used to capture the RGB images,

which were saved in TIFF format as 8-bit integer désaale

0-255)with a resolution of 64& 480X 3. A rectangular piece of

lamp [24], and studio lighting25]. Some sources were used tdray cardboard was mounted next to the liquid-crystal strip to
produce minimal UV output, some to produce minimal IR heatin rovide reference during and between runs. Prior to each run,
some to provide “white light,” some for high intensity and som hree reference gray squares from a Macbeth color checker chart

for mere convenience. Some of the sources listed also included trﬁ pIa(t:ed abc_)(\jle thetcal(ljbr?jtlonf block a?d anh!{nagel was tgl_kr(]en
filters to reduce radiant heating of the TLC surface, which m em obptrr?w € a standar ret erlegtée 5or V‘a |6€5 alance. the
have altered the spectral distribution illuminating the surface. ree Machetn squares were neutral 3.5, 5, and ©.5. S

Hay and Hollingswort{11] compared four different methods Six runs were performed using the following five illumination
of numerically representing coldthree of which were hue based sources:
to produce color-temperature calibrations in an effort to determine
the “best” method. The main criteria for comparison were the
mﬁﬂnsj%?eﬁg?nctt;/vﬁw \’:\gg’ltge?;ttl?ri calibration range and the mini- 3. Fluorescent with UV filtefGE 20 W T-12 cool white with

. ; ; Spectrum 574 filter]

The experimental study reported here has been carried out to ! .
examine the effect of the illumination spectrum on the hue- g C.Ituoiesﬁtent(gégg K&’ 62% ZSVWTTilzz gzm fwlT'ﬂe ¢
temperature calibration of a typical liquid-crystal thermography ~ f|| a-Lg t[( ) . ull spectrum
system. Five different illumination sources were used, and as ex- uorescent].

pected, the illumination source was found to have a 5|gn|f|cant.|_he sources are listed in the order in which they were tested.

effect on the shape of the hue-temperature calibration curve. Aﬁ’ﬁﬁs order was chosen such that testing would progress from

rule, therefore, a general calibration equation, as suggested rmﬁimum UV output to a maximum UV output. The first source

Hay and Hollingswortt{11], should not be transported from one : . .
experimental configuration to another. The use of background s as dr:;gzcekfg t?]tetgiref}ggeo(]‘:éﬁ%g to determine the magnitude of

traction and white balancing are investigated as methods of IM-coch run was done in heating with the starting temperature

proving the calibration characteristics. between 22 °C and 25 °C to avoid hysteresis eff¢tts]. Data
N was taken at approximately 0.15 °C increments between 36 °C
Liquid-Crystal Thermography System and 44 °C, which covers the useful range for this liquid crystal.
A diagram of the liquid-crystal thermography system used ilmages were acquired and temperatures were recorded simulta-
these experiments is shown in Fig. 1. For a discussion of theously during a slow transient heating that was kept below
nomenclature for the radiation terms in this diagram see Part 2@8B °C/min.This heating rate results in an approximate tempera-
this paper on theorj26]. The system consists of a diffuse illumi-ture variation throughout the plate on the order of 0.01 °C which
nation source with its own spectral distribution that depends @ satisfactory for these experiments.
the source of the illumination. The illumination source is sur- The tests were performed one at a time over the course of a
rounded by an optional UV shield. The incident light is reflectedieek. Each light source was removed from the test rig and re-
from a surface coated with black paint and microencapsulatpthced by a subsequent light in the same location ensuring that the

Fig. 1 Diagram of liquid-crystal thermography system

1. Tungsten filameni(3200 K), GE 100 W soft white],
2. SoLux[(4700 K)38° beamspread, tungsten-halogen bgsed
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angle of incidence to the plate and the distance from the plate w 140 " '
the same for each run. This angle was approximately 45 deg ¢ 120 }
the light was~0.2 m from the plate. Because of the variation ir 100 L Wi
light intensity for the different illumination sources, the iris setting &F
on the camera was adjusted for each run to avoid signal saturat® 8o -
(R,G, andB values are limited to the range 0-25%is setting 60
variations result in the same percentage change in each of
R,G, andB components and therefore do not affect h2ie]. All
of the gain settings on the camera were set to 0 and the co 20
temperature was set to 5600 K.

Processing of the image data was performediAmnLAB . Hue,
saturation, and value data were calculated usingLAB’S
RGB2HsV function with results in the range 0 to 1. This algorithir
used to calculate hue, is equivalent to Ef) (which was sug-
gested in Hay and Hollingswortfl1]) with a maximum differ-
ence in hue of 0.003, which is negligible compared to hue sta s
dard deviations in TLC images 0f0.01-0.1.

Saturation is a measure of the spread betweerRiiie andB
values and is calculated by

_ maxRGB)- min(RGB)
B maxRGB)

and value is a measure of the brightness and is equal to the me
mum of R, G, andB.

For each image of each run, two regions were analyzed, one
the reference gray and one for the TLC. The areas analyzed w
10 pixelsx 100 pixels representing approximatelyx20 mm.
Each area was chosen parallel to the light source to minimi .
illumination intensity variations and to minimize the TLC illumi- 38 37 38 3 40 4 42 43 44
nation angle effeci28]. HSV data was calculated from tRGB temperature (°C)
data for each pixel in the two areas and then the statistical infor-
mation (mean, standard deviation, minimum, and maximuvas
determined for each of the six components.

+——+ Tungsten
60---© Solux

#* %  Fluorescent with filter
x—~=-x  Fluorescent w/o fitter
z—=a \Vita-lite
Tungsten(repeat)

<
]
e
£}

S

2

Fig. 2 Experimental RGB output versus temperature

Experimental hue saturation and value curves are shown in Fig.
: 3. Hues below about 37 °C represent the background hues, since
Experimental Results the values are constant below this temperature. The useful hue-
Experimental red, green, and blue data versus temperature tegmperature calibration range for this data depends on the illumi-
sults are shown in Fig. 2. This data consists of six curves for timation source but in general is about 38.5 °C to 43 °C. The tung-
five different illumination sources. As noted earlier, the testingten and fluorescent sources have background hues near 0.0
was performed in order of increasing UV output. The tungstegiwhich represent red However, the saturation curves show that
ilumination source was re-tested at the end of the series to det@re tungsten bulb has a much higher saturation, which means that
mine the magnitude of UV damage incurred, and both sets tfere is a larger variation in magnitude between the largest and
tungsten data are presented. There was obvious damage fromsiallest componentsee Eq.(2)), whereas, for the cool white
Vita-Lite, resulting in curve shifts to lower temperature for bothluorescent sources the three components are closer to one an-
the Vita-Lite and the repeated Tungsten sources. Ande88h other. The saturation curve also shows that the flatter spectrum
shows that the Vita-Lite source can cause measurable damagedarcegSoLux and the Vita-Litghave very low background satu-
TLC’s in a matter of minutes, however, the cool white fluorescemation. These relative magnitudes of saturation are a function not
with protective UV shield led to no measurable damage over 20 bnly of the light source spectral characteristics but also of the
of exposure. The relative shapes of the curves are still reasonatdgénera gaingwhich were zero for these testand camera color
however and the data is still useful for this analysis. The originamperature settingvhich was 5600 K for these test#é 3200 K
Tungsten data did not incur UV damage and will be used in thilor temperature setting would lower the red component and in-
analysis(the repeated Tungsten data is not ysed crease the blue component causing the tungsten source to have a
It is evident from the red component data that color play begissnaller saturation and the flatter sources to have a larger satura-
at approximately 37.5 °C. Data at temperatures below this valtien and a hue closer to pure bl(@.67). The strong saturation of
represent the background component due to the reflection of ingtie tungsten bulb shows itself in the hue curve as the liquid crystal
dent light from the black paint, liquid crystal microcapsule matgproceeds to higher and higher temperatures. At temperatures
rial, binder material, and the liquid crystalsutside the range of above about 40 °C the strong red background component over-
color play). This background accounts for approximately 30% @owers the other two components and attenuates the hue keeping
the peak signal for each of the three components. If a source liagithin about 0.1 of its background value.
a large spectral variation in emissive output, such as the tungsterrhe flatter spectrum sources tend to have a higher and more
source which has a high red component and low blue componemtjform saturation over a majority of the useful range. The value
this background reflection can cause significant attenuation of th@rves relate to the intensity of the reflected light entering the
hue curve. TheR,G, and B background values for the SoLux CCD. The magnitude is not of interest since it can be affected by
source, which has a relatively flat spectrum, are comparable to afistance between the illumination source and TLC-coated surface
another. However, th&®k,G, and B background values for the for example. The two full spectrum sources offer the highest av-
tungsten source have a significant variatiofRifs, andB values; erage values over the useful range when normalized. As will be
the maximum blue component is about 80% less than the magiscussed shortly, higher saturation and value lead to lower uncer-
mum red component. tainty.
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+——+ Tungsten tion or increasing value and can vary from one light source to

08 Jo---© Solw another. Except for the tungsten source, all of the sources produce

2 []#--* Fluorescent with fiter ) j j j

% Fluorescent wio fiter o 2 hue that goes through about the same clverall hue_ cr(@r.@)e

06 fle—=o Vita-Lite P over the same temperature char@bout 5 °C), resulting in an
average sensitivity of about 8 °C/unit h(faue is dimensionlegs

Tungsten(repeat)

g 04 If the hue-temperature curve were a straight line this would be the

YT e Ottt o sensitivity at every hue, however, the hue-temperature curves have
,__,:;,'"' : regions of higher and lower sensitivity. The nature of each curve

Y o %sso4 depends on, among other things, the light source. Not even the

02 , , . , , , , theoretically flat spectrum source has a linear hue-temperature re-
36 37 38 33 40 41 42 43 44 |ation due to the nature of the CCD filter transmissivities. So the

1 : . : . : . : obvious questions are What is the dependence of overall experi-

mental uncertainty on illumination source? And, is there a light
source that will produce the lowest uncertainty in temperature
measurement?

There are many different experimental techniques that utilize
TLCs. Each techniqgue may have a different ideal illumination
source in regards to lowering uncertainty. For example in a basic
resistive coating analysi@gnoring radiation and 2D effedtshe
heat transfer coefficient is determined from the ohmic heating of
the resistive coating/’, the ambient temperature and the surface
temperaturdi.e., through TLCs

saturation

h=
Ts= Tamb

As T approached ., (Which is lower)the uncertainty irh would
increase if the hue-temperature calibration were lif@easuming
the uncertainty in heat flux were unchangeltl might be advan-

0 : . ! . , . . tageous to sacrifice uncertainty at higher temperatures to have
36 37 38 39 40 4 42 43 4 Jower temperature uncertainty at the lower temperatures and
temperature (C) therefore balance out the overall uncertainty.

Another common experimental technique is the step transient
technique which is performed either in heatifegg.,[25]) or in
cooling (e.g.,[29]). In cooling, it can be shown that the uncer-
o ) ) tainty in h increases with increased surface temperature and there-
_ Effect of llumination Source on Uncertainty. The choice of fore ‘it may be advantageous to have lower surface temperature
illumination source can result in variations in hue-temperatUighcertainty at higher temperatures. When a heating transient is
sensitivities as well as variations in saturation and value charagsiformed, however, the opposite is true. In this case, an increased
teristics over the useful range, which may lead to higher or 1oWghcertainty inh is associated with the decrease in surface tem-
temperature uncertainties over various regions of the usefql_ran Brature and it may be advantageous to have lower temperature
Depending on the nature of the experiment and the specific dgﬁ’certainties at lower temperature, as was the case for the resis-
reduction equation, the contribution of the surface temperatyige coating method.
uncertainty may be a major or minor contributor to the overall rigyre 4 shows the standard deviation in hue, the sensitivity of
uncertainty. The uncertainty in the temperature using a TLC hy&ynerature to hue and the resulting temperature precision limit
calibration can be determined by following the approach of Hay each of the five light sources tested experimentally. This data
and Hollingswortl{ 11]. They suggest determining the uncertainty,,ers a temperature range of 38 to 44 °C, which spans the useful
in temperature using a root-sum-square of the &#&ndard error cjipration range for this liquid crystal. As discussed previously,
of estimate)or the calibration curve and the precision error ass he temperature precision limit is the product of the standard de-
ciated with the standard deviation of the hue from pixel to pixe{;aion in hue and the sensitivity of temperature to hue and it is
Using a coverage factor of @o provide a standard 95% confi- girectly related to the uncertainty in temperature. The useful range
dence levelthe uncertainty in temperature is given by depends on the light source and on some personal criteria for what

Ur=2 X (SEE +S;9)12 (3) Is useful and what is not. The Tungsten source has a useful range
of about 1 °C due to the discontinuity in the temperature/hue sen-
sitivity which is a direct consequence of the large attenuation of

T the hue-temperature curysee Fig. 3). The two flatter spectrum
Sr=§ X _h (4)  sourcegthe Vita-Lite and SoLux sourcgsexhibit the lowest un-
J certainties and the broadest useful ranges. The two fluorescent

The SEE is a measure of how well the curve fit describes tlseurces, filtered and unfiltered, exhibit comparable uncertainties
calibration data and can be determined by performing multipkut a narrower useful range. The calibration sensitivities of the
calibrations. It is assumed that the SEE is primarily a function @ivo cool white fluorescent and the two full spectrum sources are
reproducibility of a particular test condition and will be approxicomparable. The lower uncertainties of the two flatter spectrum
mately the same for the five illumination sources tested. A corseurces relative to the cool white fluorescent sources are largely
parison of the uncertainty in temperature associated with the fikecause of their higher saturation’s, especially at higher tempera-
illumination sources tested, therefore, will concentrate on the efires, which are due to their larger percentage of illumination at
fect of illumination source on temperature precision limit. lower wavelengthgsee part 226]). The various sources do not

The temperature precision limit is determined from the sensdffer much of a trade-off in temperature uncertainty between the
tivity of temperature to huejT/¢h, and the hue precision lim&,  higher and lower temperatures. In general the better illumination
which is simply the standard deviation of hue. The hue standasdurces for any TLC technique, based on temperature uncertainty,
deviation can be described as decreasing with increasing satwg the flatter spectrum sources.

®)

velue

Fig. 3 Experimental HSV output versus temperature

where the precision limit is determined by
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temperature (°C) temperature (°C)
Fig. 6 Experimental hue-temperature sensitivity and uncer-
tainty for various illumination sources after background
subtraction

Fig. 4 Experimental hue-temperature sensitivity and uncer-
tainty for various illumination sources

Background Subtraction. Red, green, and blue background . . o

values for each source were determined by averaging the fingsten source this change is quite significant. The hue curve for
lowest temperature data points for each set of data. These batig tungsten source yields a usable, monotonically increasing hue-
ground values were then subtracted from their respective set!®fPerature calibration after background subtraction. In addition,

data. There is no change in the shape of the red, green, and gRleeach source, therg is an increase in saturation over much of the
curves; the only difference is that each of the curves is shiftéeful range. Value is not shown here because it is no longer

down such that the value of each of the components is zero belB#aningful after background subtraction is performed.

the start of color play. There are, however, significant changes inAs mentioned previously, background reflection tends to attenu-

the hue and saturation curves as shown in Fig. 5. In the case of #& the liquid crystal reflection. For example, compare the original
experimental hue datdrig. 3) to the experimental hue data after

background subtractiofFig. 5). The original background hue for
both of the cool white fluorescent sources is about 0.05. Recall
that our hue definition is a periodic function. When the hue for the
cool white fluorescent sources is below 0.55, the hue is attenuated

+—— Tungsten
6---© Solux
*%  Fluorescent with fiter

08 o -~ {porescent wio fiter toward lower hues and when the hue is above 0.55, the hue is
05 Tungsten(repeat) attenuated toward higher hues. This results in a flattening of the
o 04 1 hue-temperature curve near a hue of 0.55 and an increased slope
203 {1 on each side of this. This behavior is reduced when background
02 4 { subtraction is applied. The effect that the background has on the
0.1 Bed L ] hue curve is directly related to the saturation; the greater the satu-
0 SR i ‘ ration, the greater the hue attenuation. The Tungsten source, with-
26 a7 a8 39 40 41 42 43 44 out background subtraction, has the largest background saturation
of about 0.8, and this background results in such a large attenua-
tion that the hue never exceeds 0.2.
Hues greater than 0.6pure blue)and less than 0.Qoure red)
: are sometimes encountered in hue-temperature calibrations. These
2 hues arise from the background reflection overpowering the liquid
2 crystal reflection and would not be possible during color play if
@ the background reflection were zero. Similarly, the upturns in hue
below 30 °C are due to the background overpowering the liquid
crystal reflection. Rather than the liquid-crystal reflection being
% 37 38 39 20 » 2 o 44 Measured at these hues, it is better described as the lack of liquid-
crystal reflection that is being measured.
Fig. 5 Experimental hue and saturation data after background Background subtraction can lead to a reduction in temperature
subtraction uncertainty as illustrated in Fig. 6. The tungsten source, which
Journal of Heat Transfer JUNE 2005, Vol. 127 / 585
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sources. White balancing had a very similar effect on the hue-

Tungsten S . L
temperature sensitivity to that of background subtraction.

SolLux
Fluorescent with filter
Fluorescent w/o filter
Vite-Lite

Tungsten(repeat)

Summary and Conclusions

Five illumination sources were compared experimentally to ex-
2 i amine their effects on the hue-temperature calibration and to de-
0.3 [ili f termine if one source was significantly better. The sources con-
) sisted of a tungsten light source, two cool white fluorescent light
sources(one with a UV filter and one withoytand two “full”
spectrum source@ Vita-Lite fluorescent source and a Solux tung-
44 sten based sourgdt was found that the two full spectrum sources
generally had the best calibration attributé&svest uncertainties
and broadest useful range3he Vita-Lite, however, was shown
to cause significant UV damadhue-temperature curve shifio
the liquid crystal, even within a matter of minutes. The Solux light
is specially designed to minimize UV outp(érgo its use in mu-
seums). The calibration attributes of the two cool white fluores-
cent bulbs were close to those of the full spectrum but with about
a 20% reduction in useful temperature rarigeen after back-
ground subtraction The fluorescent sources have a lower thermal

saturation

0 St . . ‘
36 37 38 3 40 4“1 42 43 44 emission than the Tungsten or Solux and caused no measurable
. ) UV damage to the TLC, even after subjecting the surface to 20 hr
Fig. 7 Experimental HSV output versus temperature after of exposure for the case of the cool white fluorescent with the UV

white balancing shield. For the system configuration used, the tungsten source led

to severe attenuation of the hue-temperature calibration, which
. . o resulted in a significant decrease in the useful temperature range.
previously had a nonmonotonic behavior in the hue data, now hagy these experiments, the CCD camera color temperature was set
uncertainties and a useful range on the order of the other sourcgs$.5600 K. If the 3200 K setting had been used, the tungsten
There is not much change in the uncertainties for the flat spectrwf\,rce would have been better behaved which was demonstrated
(Vita-Lite or SoluX sources. The increased saturation in the twgy both background subtraction and by white balancing. The Vita-
cool white sources results in a lower standard deviation in hue apgs \with a protective UV filter may offer the ideal combination of
as a result a lower temperature uncertainty and broader Usqfi{}-temperature uncertainty, broad bandwidth, minimal radiant
range. heating and negligible UV damage and may be a good choice for

White Balancing. White balancing is another way of normal-future work. ) ) )
izing the relative magnitude dR,G, and B background values. The importance of background reflection was examined and it

This can be done in the camera by focusing on the backgrouff@s found that .baclgground reflection tends to attenuate the hue-
and then adjusting the red and blue gains such that the red Jegpperature calibration curve toward the backg_round hue_value. If
blue output is equal to the green output. This differs from thif!® backgroun®R,G, andB values are highly mismatchedigh
background subtraction method in that it involves multiplicatioR@ckground saturation this attenuation can make the hue-
rather than subtraction and it is not based on the physical found@mperature curves unusable_.
tion that the background subtraction method is. White balancing!t iS common for a calibration to be performed on one surface
would produce a different hue-temperature calibration curve thRd testing to be performed on another surface. In many instances
either the original calibration or the background subtracted cafi! iSothermal calibration block is used to provide a well-defined
bration. In addition, the uncertainty in temperature over the usef@mperature for calibration, which the experimental apparatus can
range would be different. Behle et 48], in search of an opti- Not easily provide. Even though the same illumination and imag-
mum white balance, obtained hue-temperature relations with vaf9 configuration is used, the variation in black paint and TLC
ous levels of hue attenuation including severe attenuation, simigfverage may lead to biases in hue-temperature calibrations be-
to that obtained previously for the tungsten source, due to onetyeen the two surfaces. In situ calibration has been professed by
the RGB components being significantly mismatched from th@1any researcher@.g.,[12]) and the effect of background reflec-
others. tion discussed here strongly supports this practice. Background
White balancing of the experimental data was performed pog¢Ptraction was shown as a possible method of overcoming cali-
processing, as opposed to changes in the camera settings whi@diion variations due to variations in the background and TLC

are sometimes used. The experimefab, andB data was white coating characteristics, both from one surface to another or within
. fferent areas of the same surface. Background subtraction was

balanced independently for each light source by multiplying boff] . .
P y g y pying éF.'50 found to result in a lower temperature uncertainty and a

the R and B data sets by constants so that the resulting aver Lo . ) . .

background values were equal to the average Green backgrobhgder calibration range. White balancing was also investigated

value for the respective light source and was found to have an effect on the calibration data similar to
' that of the background subtraction method but was not based on

The resultingRGBdata is similar to the origindRGBdata. The d phsical ; the back d subtracti
white balanced hue and saturation data, which was calculatr%ﬁ%le’t?]odp ysical reasoning as was the background subtraction

from the white balance®RGB data, is shown in Fig. 7. The hue
data for the white balancing case indicates a greater collapse be-
tween illumination sources than resulted from background sublomenclature

traction. It is not known if there is a physical reason why this H, hue = hue(color) level in HSV color space
should be the case, but if independence of light source was a goal, (Eq. (1))
then perhaps white balancing would produce the most universal R or red = red component from RGB color space

curve. The most notable difference between the hue curves after B or blue = blue component from RGB color space

white balancing compared to the hue curves after background sub- G or green= green component from RGB color-space
traction is the effect on the curve resulting from the tungstenS or saturation= saturation(redness/pinknegs$evel in HSV

source, which are pulled more closely inline with the other color spacgEq. (2))
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V or value

S,

S
Ur

qu —

Subscripts
amb
T
S

Acronyms
TLC
CCD
uv
IR
SEE
CNLC
CIE
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Thermochromic Liquid Crystal
Thermography: lllumination
Spectral Effects. Part 2—Theory

A theoretical model of a Thermochromic Liquid Crystal (TLC) imaging system was de-
veloped to aid in understanding the results of experiments on spectral effects and to
investigate the various factors affecting the hue-temperature calibration of TLC's. The
factors in the model include the spectral distribution of the illumination source and UV
filter, surface reflection of both the TLC and background, and the sensing device (camera)
spectral characteristics and gain settings. It was found that typical hue-temperature
calibration curves could not be entirely explained by a TLC reflectivity model with either
a monochromatic spike or a narrow bandwidth reflectivity, which is often assumed. Ex-
perimental results could be explained, however, by a model that reflects over a relatively
large band of wavelengths. The spectral characteristics of the five illumination sources
(those for which experiments were performed) were considered. Background reflection,
which commonly accounts for 30%—-50% of the reflected light, was found to significantly

attenuate the hue-temperature calibration curves toward the background hue value. The
effect of the illumination source on the hue-temperature calibration curves is demon-
strated and several experimentally observed phenomena are explained by the results of
the theoretical calculations, specifically the spectral reflective properties of the liquid
crystals and the transmissivity of the R, G, and B filters in the image capture
camera.[DOI: 10.1115/1.1915388

Hay and Hollingsworth2] provided extensive hue-temperature
S alibration data for three polymer-disperséabnencapsulated
A background of the use of Thermochromic Liquid Crystal A ok O
(TLC's) in liquid crystal thermography is given in Part 1: Experi- NLCs (Chiral Nematic Liquid Crystals They found a similarity

ments. In the present paper, Part 2: Theory, the objective isg'((jtheen the shape of the three calibration curves. They also state

Background

increase the understanding of the spectral characteristics of TL gt several other researchers found similar shaped hue-

and the effect of the spectral characteristics of the illuminatio ergﬁﬁifgué? Lilgt'gngoégg% L'acam')ét#é?; nggg;’?ﬁ faheuzﬁg]ne
source on the hue-temperature calibration of TLC's. This is a¢- : Y P 9 poly q

complished by preparing a theoretical model of a liquid cryst%? collapse three different calibration curves to a single universal

. . Juation. With this general calibration equation they suggest that
;heerirmggtr;prgysj?gtem and comparing the theoretical results to %Iy 6 imageshue-temperature pajrare necessary to apply the

As noted in Part 1, several different representations for h neral equation to any CNLC, although they do say that other

have been proposdd]. Hay and Hollingsworti2] suggested the LCs should be tested to confirm this.

- . S The theoretical model of a liquid crystal thermography system
following representation, which is used throughout the preseB}OVided here is intended to provide a better understanding of the

work. effect that each component in the system has on the hue-
= temperature calibration. Several factors including the choice of
_ V3(G-B) illumination source were found to have a significant effect on the
Hue = arcta (1) . .
2R-G-B shape of the hue-temperature calibration curve. As a rule, there-

fore, a general calibration equation, as suggested by Hay and
It is generally understood that the perceived cétarhue)from a  Hollingsworth[2], should not be transported from one experimen-
liquid crystal coated surface is a function of the spectral charagd configuration to another.
teristics of the illumination source, the reflecting surface and the The assumed spectral distributions for the illumination sources
sensing devicg1,3-5]. Wang et al[4] state that knowledge of used in this study include a theoretically flat spectrum and those
these spectral characteristics could be used to predict & sources used in the experiments of PaflL]L The five are a
intensity-temperature relation. This is also true for the hueungsten source, a modified Halogen source, and three different
temperature calibration of a TLC. Predicting this relation withluorescent sources.
accuracy comparable to an actual calibration is unlikely due to the
need for precise knowledge of the characteristics of each imagin%
component including the TLQe.g., each new TLC coating may Theory
yield different reflectivity characteristiteind an accurate theoret-  pree components are required for the perception of color from
ical model of the various processes in the system. Nevertheless, §iface, an illumination source, an object to reflect the illumi-
greater understanding of the effect each component has on fhgion and a sensor to perceive the imggje Here, the sensor is
resulting calibration would be useful and can be obtained from the3_chip RGB CCD camera connected to a PC computer. The
theoretical model described here. object reflecting the illumination consists of a surface painted first
with black paint and then with microencapsulated thermochromic
Contributed by the Heat Transfer Division for publication in therRNAL oF HEAT liquid crystal coating. The choice of illumination source can

TrANSFER Manuscript received: June 27, 2004; final manuscript received: Januagyeatly influence the characteristics of the_ quuid_crystal cali_bra-
12, 2005. Review conducted by: Kenneth Kihm. tion. In general, the flatter the spectral distribution of the light
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Fig. 1 Diagram of liquid crystal thermography system with illumination model

source used, the better the sensitivity of the liquid crystal over the
visible range, as shown in the experiments and explained by this
model. However, a flatter spectrum is sometimes accompanied by
a higher than usual UV component which can lead to degradation
of the liquid crystal and therefore a reduction in repeatability.

A theoretical model of the TLC thermography system used i 1 .
the experimental study has been develoféd. 1). The system ook L4
consists of a diffuse illumination source with its own spectre
distribution that depends on the source of the illumination. Tt o.s8f
illumination source is surrounded by an optional UV shield. Thz
incident light is reflected from a surface coated with black pait§ d
and microencapsulated thermochromic liquid crystals. The surfaE 06~ gg’

Tungsten
G---0 Solux
B Fluorescent with filter
i (== Fluorescent wio filter
*lgg‘ m—=a Vita-lite
3 Flat Spectrum

reflectivity can be a function of both wavelength and surface terg
perature. The reflected light enters a 3-chip CCD camera andf
split into three beams. These beams pass through red, green,;:fo.nt-
blue filters, respectively, and are finally received by accompan |
ing red, green, and blue CCD arrays. The red and blue signals pz ™~
through optional red and blue gains allowing complete control « 0.2
the relative magnitudes of red, green, and Hiue, allowing the
system to be white balancedFinally all three signals pass ‘
through an overall gain gir}q th.e resulting signal is sent to tt 450500350 600
frame capture card for digitization. Please note that this moc Wavelength (nm)
also works for a single chip CCD camera where the red, green,

and blue components are obtained from an array of R, G, andFlg. 2 Normalized spectral distribution of several light
filters on the single chip. In this case, the R, G, and B componenitsurces

650 700 750 800
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Fig. 3 Spectral reflection coefficient for light normally incident
on a chiral nematic planar fim (a) semi-infinite slab and (b)
finite slab (from Coles [17])
R\ g) = GainRy(\ o) (7
o ) ) Combining Eqs(2)—(7) yields:
are not co-located but if it is assumed that the neighboring R, G
and B components can be used for each pitted normal assump- RO\LQ)

tion made in liquid crystal thermographythen this system will
give the same results. _ _ = Gain*RGain*f 7 RNV NN LQ) T shied Vi sourcd M) AN
In the current treatment, angular effects are not considered. It is vis
assumed that the illumination and viewing angles remain constant. )
The theoretical model starts with an assumed illumination
source with a prescribed spectral distribution whose radiant inteRhe reflectivity of the surface can be broken into two contribu-
sity is given byi] (... After passing through a filter with a pre- tions, one from the background, which is assumed to be indepen-

scribed transmittance the radiant intensity incident upon the @ent of temperature, and the other from the microencapsulated
flecting surface with thermochromic liquid crystals is given by liquid crystals, which is a function of temperature.

i) = 7 shied ) TX sourcdN) ) PA(N Q) = oy g + ) Lo(MAig) 9
We are following the nomenclature of Siegel and HoW@ll The This assumes that the total background reflection is the same re-
subscript lambda denotes a specular quantity, the single prig@rdless of reflection by the liquid crystals. As discussed later in
denotes a unidirectional quantity and the double prime denotegh& section on background radiation, this may not be the case.

bidirectional quantity. The radiant intensity of the reflected enerdysing Eq.(9), Eq.(8) can be broken into contributions from the
is given by background and from the liquid crystals.

il e N ALg) = PN N L) T (V) (3) R
where the reflectivity is a function of both the background and the o, - , , , y
liquid crystal temperature. After passing through the red filter in = Gain RGain WRVPX 8N 7 shietd Mix sourcd M A
the CCD camera, the radiant intensity incident on the red CCD vis
chip is given by

i;\’vRO\‘)\LQ) = TK,R(A)*iZ,ref()\,)\LQ) (4) + fvis T;:’R(}\)p;:,LQ(A’}\LQ)T;:,shielo(x)i;\,sourcé)\)dx‘| (10

The CCD chip itself cannot distinguish between wavelengths a
instead each pixel integrates all energy hitting it, of which onl
the filtered red wavelengths have been permitted to pass.
signal output by one pixel in the red array is given by

%e green and blue output can be formulated similarly, although

Hg green signal does not have an independent gain setting of its
own (only two independent gains are necessary to adjust the rela-
tive magnitudes of the three components

Ri(\ o) = i RN Lo)dA 5 . " " " .
1) f nA M) ® " G = Gair { f 7 6OV, a0 7, cnerd i courc )N
vis
A gain can be used to increase or decrease the red signal:

Rz()\LQ) = RGaiﬁ Rl()\LQ) (6) + f TK,GO\)p;,LQO\vxLQ) T;:,shielo(}\)i;\,sourcé}\)d}\‘|
and an overall gain can be used to increase the R, G, and B vis
components proportionally: (1)
590 / Vol. 127, JUNE 2005 Transactions of the ASME
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Fig. 5 Spectral characteristics of a  (27—35°C) microencapsulated liquid crystal ~ (from Akino et al. [11])

B(\Lo) bulb (5500 K). The color temperaturéor correlated color tem-
perature)isted for each of these sources refers to the temperature
of a black body whos& andY coordinates on the ClBnterna-
tional Commission on Illluminationchromaticity diagram most
nearly match those of the light source. The normalized spectral
” . . ., distributions of these lights are shown in Fig. 2.
+J T}\,B()\)p}\,LQ()\r)\LQ)T)x,shielo()\)l)\,sourcé)\)d)\:| (12) " The tungsten source represents the standard illuminant A, de-
vis fined by the CIE and has an emissive power distribution very
The red, green, and blue components can be combined to calcufd@se to that of a blackbody radiating at 2930 K with a relatively
hue[from Eg.(1)] as follows: high red output and a relatively low blue output. The SoLux lamp
is a tungsten—halogen based lamp which uses a unique filament/
surface reflectivity arrangement to reduce the red output from that
(13) of a tungsten bulb and produce a flatter spectral distribution over
the visible region. The SoLux is specially designed to have mini-
mal UV output and is quoted as having 58% lower thermal emis-
sion than a standard tungsten—halogen light so(ex® its use in

= GaiﬁBGain*lf T,):,B()‘)px,BP(}‘)T,):,shielo()\)i)’\,sourctp\)d)\
vis

V3(G(\ o) - B\ g)
2R(\ ) ~ G(\ o) ~ B(\ o)

Therefore the hue-temperature calibration is a function of the:

Hue(\ o) = arctar[

(1) Spectral characteristics of the light source museums). The cool white fluorescent bulb has a high yellow/
(2) Transmissivity of the UV filterif used) green output and, as with all the fluorescent bulbs, exhibits spikes
(3) Reflectivity of both the background and the liquid crystalg§ssociated with the spectral lines of the mercury vapor used to
(4) Transmissivity of the R, G, and B filters cause the phosphors to fluoresce. The UV filter surrounding the
(5) Gain settings cool white fluorescent bulb basically eliminates all radiation be-

(6) Relationship between temperature and wavelength. low 380 nm and also reduces the yellow/green output resulting in

a flatter spectrum from that of the original cool white bulb. The
Vita-Lite bulb uses additional rare earth phosphors resulting in a
flatter spectral distribution from that of the other fluorescent bulbs.
. Unfortunately, this flatter spectrum leads to an increased UV out-
Theoretical Model put over standard fluorescent bulbs and it has been suggested that
Physical models for each of these six components will be dthe rare earth red phosphors may degrade faster than the other
scribed and then combined into the overall theoretical model. phosphors causing the spectral output to change over time.

Spectral Characteristics of the Light Source. Six light Transmissivity of UV Filter. One of the disadvantages of fluo-
sources are considered, representing those commonly used in Tre€cent bulbs is the high UV output. UV radiation is known to
work and those with the flattest possible spectrum. The ligghuse damage to liquid crystdl8]. A Spectrum 574 filter, from
sources include a theoretically flat spectrum, a tungsten filamegectracom Technologies Corporation, was used in both the ex-
bulb (3200 K), a SoLux tungsten—-halogen based biiB00 K), a perimental and theoretical work presented here. This filter elimi-
cool white fluorescent bull§4100 K), a cool white fluorescent nates UV and slightly reduces the amount of radiation in the
bulb with a UV filter, and a Vita-Lite full spectrum fluorescentgreen/yellow region. When used with a cool white fluorescent
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Fig. 6 Square function and tapered edge surface reflectivity
models ing birefringence, optical activity, circular dichroism and Bragg
scatterind 16]. Hallcres{16]describes the spectral reflectivity for
a hypothetical TLC as a square function over a finite band of

velengths. Syson et 4lL.2] provide a depiction of the reflected
ectrum and suggest that it is well described by a monochromatic
pike. The spectral reflectivity can actually be significantly more
complicated than this. When the liquid crystal material is near a

Reflectivity of the Object Surface. There are two separate surface, the orientation of the molecules can be affected. Figure
sources of reflection from the object surface: the background @) shows the spectral reflection coefficient for a chiral nematic
flection and the liquid crystal reflection. If it were possible tdiquid crystal for a semi-infinite slab and for a finite sy ]. The
isolate the liquid crystal, such that the only light reflected cangide undulations shown in Fig(l3 are rarely observed in practice
from it, then this illumination study would be greatly simplifieddue to inhomogeneities and the spectral reflection usually takes on
and much less informative. Unfortunately it is not possible toiore of a bell shaped curvesee Fig. 4 taken fromi18]). This
isolate the liquid crystal in this way. Reflections from the backigure also shows that in general, the shape of the spectral reflec-
ground paint, liquid crystal binder material, and microencapsultivity curve is not constant, and in fact it varies as a function of
tion material will also reflect a portion of the incident light caustemperature for a particular liquid.
ing a shift in the hue calibratiofor attenuation)towards this ~ This behavior applies to a liquid crystal made up of a single
background hue. compound. To obtain a liquid crystal substance with a particular

Cooper et al[9] states, “The black substrate insures that aftolor play start temperature and bandwidth it is usually necessary
light transmitted through the liquid crystal film is absorbed andp mix compounds. For example the Hallcrest microencapsulated
therefore, is not reflected to compete with the desired signal.” THR24C5W/C-17 liquid crystal used in much of the work presented
is an oversimplification, and a common misconception is that tfere is made up of five different compour{d9]. These mixtures
background reflection has little effect on the color-temperatugan result in significantly more complicated spectral reflectivities
relation. Zhu and Hieftj¢10] achieved a peak reflected intensityas shown by Akino et al.11]. They evaluated the spectral char-
40 times larger than the background value, however the liquitteristics of a broad-band microencapsulated liquid cryttad-
crystal used in their work was nonencapsulated and was illunfierature range 27—-359Gt 8 different temperatures by measur-
nated by a He—Ne laser which limited the background reflection itag the intensity of reflected light passing through 18 different
a narrow band of wavelengths. With microencapsulated TLCrarrow bandpass filters spanning the visible spectrum. Their re-
illuminated by broad spectrum sources it is more common to obults, in Fig. 5 show the highly nonuniform nature of the TLC
tain a peak intensity to background intensity ratio of 2 or 3 to feflectivity in peak intensity, in reflectivity bandwidth and in
(e.g., Wang et al[4], Akino et al.[11] Fig 5, Camci et al[3]), Symmetry.
although, Farina et al1], using an arrangement of polarizing Two different reflectivity models have been considered in the
filters, obtained ratios on the order of 15 to 1. Syson efldl], current study. In each model the background reflectivity is as-
acknowledge that the reflection from a TLC coated surface isumed to be constant over wavelength with a valfye The dif-
cludes contributions from the black paint undercoat and from tlierence between the two models lies in how the liquid crystal
nonliquid-crystal constituents of the coating; however, they stateflectivity is modeledFig. 6).
that the reflection can be approximated by a monochromatic spikeThe first TLC reflectivity model consists of a square function
plus a background component. model in which the liquid crystal reflectivity is represented by a

There is a wide variation in reflectivities listed for various blackquare function with a constant reflectivity p[Q max OVer the
paints in the literature. Siegel and HowElB], Holman[14], and reflected bandwidtiiBW) and a reflectivity of O otherwise.
Incropera and DeWitt15]list normal total solar absorptivities for

bulb, which characteristically has a higher output in the gree\r'lv
yellow region than other regions of the visible spectrum, a flatt§
spectrum results.

black coatings ranging from 0.88 to 0.97. Sinpel-« for ol )\LQ_%<)\<)\LQ+%
opaque diffuse surfaces, solar reflectivities, and therefore reflec- pf | o(\, A o) = Q.max 2 2
tivities in the visible region, for black paints should fall in the 0 otherwise

range 0.03-0.12. It is not known what the reflectivities of the
binder or vinyl encapsulating materials are and the effect of these, (14)
along with the black paint are combined into the tat’)(r’hp(x). The second model, includes tapered edges which follow a loga-
Thermochromic liquid crystals reflect a band of wavelengthdthmic decay fromp’L’Qmax to O over a distance of BW/2. For a
due to a complex interaction of several individual effects inclugrescribed bandwidth the liquid crystal reflectivity is given by
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. BW
1P IO BWIBW 1\ o= BW <X <\ g- >

BW BW
1<9 )\LQ__<)\<)\|_Q+_

P;,LQ(N)\LQ) = pEQ,max*g 2 (15)

107 [N BWINBW _ 1 ) o+ % <N <Ago+BW

\O otherwise

In each of these models, the bandwidth is held constant over thendwidth)there should be no change in hue within this range;
active range of wavelengther temperatures). the hue should be that of pure green or 0.33 if the background is
Telephone conversations with Hallcrest representatives hawhite (or gray). The fact that this behavior does not occur in

suggested that 20% of the incident light with a wavelength withipractice will be a subject of discussion in the Results.

the bandwidth is reflected. This is not useful here, however, be- _ . . . . .

cause the amount of radiation reflected by the TLC to a particularG"’lln Settmgs.R & B gain settings can each bg adjusted .from
pixel will depend not only on the reflectivity of the TLC but also_+28 10 127 independently. The gain value applies an equivalent
the amount of TLC present in the area sensed by the pixel, whiggreentage increase/decrease to the nomlnal,. R and B gain setting
can vary significantly between surfad@. Referring back to Eq. ©! 2€ro- This can be used, for example, to white balance the cam-
(3), the reflected radiant intensity was given by the product of tfg@- By adjusting only # R & B, the relative magnitude of all
incident radiant intensity and the reflectivity of the surface. Sind87€€ outputs R, G, and B can be controlied.

we are interested in the relative amounts of R, G, and B that .aThe overall gain setting increases all three components propor-
pixel in the CCD will sense, not only is the reflectivity of the TLctonally and was included for completeness. It has no effect on
of concern, but so is the ratio of area covered by TLC material {Ble since either addition of a constant to or multiplication of a
the total area. The black paint, or background, is assumed to co@PStant by each of the R, G, and B components has no net effect
the remaining area. Microscopic examination of a typical TLEN huelsee Eq(1)].

coated surface indicated that TLC coverage on the order of 50%wavelength-Temperature Relation.Experimental calibrations

of the surface area, or less, is not uncommon. The radiant intensif¢ specified in terms of temperature, requiring the model to be in
Of the reflected enel’gy from the TLC is therefore modified ttbrms Of temperature for direct Comparison. Ha”cr[dﬁ] sug_
include a coverage fact¢CF) that may be on the order of 50%. gests that for a typical TLC, the peak reflected wavelength and the
Accounting for these approximations, H40) takes the form  temperature are inversely related. The relation

R()\LQ) = Gain RGain lf TK,R(A)p;:,BPT;:,shieIo()\)i),\,sourcé)\)d)\
vis T=——+cC (19)

" fvis RN CFPY LM T shierd M sourc N AN has been used, whebds found iteratively by solving the expres-

sion
(16)
where the reflectivities of the background and liquid crystal can be
X ) - T,-T, 1 1
combined into the ratio 0=Tz-To+ - (20)
, 1 1 \M\+b Ag+b
Praio= = (17) MDA *b
CFPLQ,max
resulting in and a and c are calculated in turn
R(\ o) = Gain RGairl CF p{ g max
T,-T a
" ” " 5 a= 1 : 21 C:Tl_ _b (21)
X T)\,R()\)pratioT}\,shielu(}\)I)\,sourctg)\)d)‘ - )\1
vis )\1 +b )\2 +b
y oA . . .
+J TX,R()\)&MT;:,shielo()\)l),\,sourcé)\)d}‘ in which (T1,\1), (T2,)\,), and (T3, \3) represent three ordered
vis PLQ,max pairs associated with the R, G, and B peaks.

(18) Numerical Method. Calculations were performed in MAT-
The green and blue components are modified similarly. The tekA\B- Spectral data for each of the light sources and filters were
p;:,LQO\')‘LQ)/pEQ,max takes on a value of 0 or 1 for the squarépec'f'ed at 5 nm increments from 300 nm to 800 nm. This pro-

function and can take on values within this range for the ta| ert\-,(ffleS 100 nm on each side of the CCD filter limits to accommo-
edge model. 9 P date bandwidths of up to 200 nm for the square function reflec-

tivity model and 100 nm for the tapered edge model. Each of the
Transmissivity of R, G, and B Filters. The spectral transmis- sources, including the cool white fluorescent/filter combination,
sivity curves for the R, G, and B filters used in common CCvas normalized to a maximum value of 1.0. For each source, the
cameras are shown in Fig. 7. It is notable that the red and bltrapezoid method was used to integrate the background contribu-
transmissivities are both zero from about 500 nm to 560 nm. Thisn for each of the R, G, and B components resulting in a single
means that for an “ideal” TLC reflectiofi.e., an infinitesimal value for each,
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800 140 . . . ;
— 4 e
Rbackground‘ pratiof T)\,RO\) ')\,i()‘)d)\' (22) 1201 g ; ;ﬁ?en |
300 100 - % % Fluorescent with filter|
- _— Fi nt wio filt
For each source, an array of liquid crystal contributions was Cé 480+ : a w‘t‘;’fﬁf:e wo TR\
culated, also using the trapezoid rule, for each of the R, G, and 6o} 4 & Flat Spectrum 4
components as a function of wavelength 40l ‘ — - 4
800-BW ” 20+ = £ 4
N Ao)
_ * P, 9( yANLQ) .

Riolhio) = M) : L” : hiar—(23) % 37 3 3 20 a1 22 % 44

300+BW PLQ,max

The respective background value, which is a constant for ea g,
light source, was added to each of these arrays producing R,
and B components.

100

R()\LQ) = RLQ()\LQ) + Rbackground (24) green

Correction factors were applied to the red and blue components
more closely relate theoretical background values to the expe 50
mental values. It is believed that the majority of this is due t
camera electronics, although some of this offset may also be ¢
to factors including nonconstant background reflectivity ove
wavelengths, coarseness of the illumination source data or otl
model approximations. The CCD camera used in the experimer 1s0 . . . : . : .
portion of this study has color temperature settings of 3200 K ai
5600 K. These two settings simply apply two different sets of re e
and blue gains to the signal. The 3200 K setting assumes the 1% AT e &---"
tungsten bulb is being used, which is high in red, and therefoble
reduces the red component and increases the blue componer
produce more uniform R, G, and B values when viewing a whit

or gray surface. The 5600 K setting assumes that sunlight is be
used and adjusts the red and blue signals to obtain more unifc ¢ L
R, G, and B values when a white or gray surface is illuminate ~ 3® 7. 38 39,empﬂ:3"e(oc)41 42 @ M
with sunlight. The 5600 K setting was used in these experiments,

however, it is unknown what other modifications are made on th€, g Theoretical RGB output vs temperature  (untapered
R, G, and B signals within the camera after leaving the CCRdel)

array. To account for the variation between the model and the

experimental data the multiplieR,,,; and B,; are used on the

W
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w
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w
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w
©
o~
o
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red and blue components, respectively. ment between experimental data and the model.
— An overall multiplier RGB,; was then determined for each
Rouit = mear( RBP.experimentaGBP.model) source to normalize the background green for each model to its
mul — ; i F—
GBP,experimentaBBP’mOdel cource respective experimental background green. This simply represents

using a source with the same average radiant intensity in the
- model as in the experiment, allowing for a more meaningful com-

Bunuit = mear( BBPEXPE"me”taGBP’mOde') (25) parison. Since the radiant intensity of each light source is differ-

BP.model/ ¢, rce ent, it is reasonable to use a different multiplier for each of the

_ sources. This multiplier was applied to each of the R, G, and B

The termRgp experimentalS @n average of the 5 lowest-temperatureomponents for a particular source and does not effect the hue

red component data points for each source, all of which are welistribution.

below the onset of color play. The experimental green and blue _

background components are determined similarly. Since each of RGB, = Ggp experimental 27)

the experimental tests were performed without changing any of ut =

. . . . GBP,modeI
the camera settings, there is assumed to be a single pair of red;nd in th . tal value i fthe 5 | ¢
blue multipliers that are applied to every light source configur 2NCE again, the experimental valué IS an average ot the > lowest-
demperature green component data points for each source, all of

hich are well below the onset of color play. These overall mul-
liers were then applied to each of the red green and blue arrays
or each source.

GBP,experimenta

tion. These two multipliers are averages of the multipliers det
mined from each of the 5 light sources for red and blue, respé@
tively. These multipliers are then applied to the red and bl
arrays.

R(\) = RuuR(ALo) R(\ o) = RGB, ;R\ o)

B(\Lo) = BruB(\Lo) (26) G(ALo) = RGB,,;G(\ o)

A Macbeth color checker was considered as a means of perform- B(ALo) = RGB,B(\0) (28)

ing this correction. The corrections determined from the Macbeﬁl‘he was then calculated b : ;

. y using MATLAB’s RGB2HSV func-
color checker(2.36 and 1.17 for red and blue, respectivelere . - - - -
very close to those from the experimental backgro(d5 and tion [which gives results nearly identical to those of £t

1.30 for red and blue, respectiveliThe slight variation was most -
likely due to differences in the spectral reflectivity between thyntapered TLC Reflectivity Model Results

background and the Macbeth color checker. Use of the experimenTheoretical red, green, and blue data vs temperature results for
tal background was chosen over the Macbeth to incorporate tie untaperedsee square edged in Fig. BLC reflectivity model
nongray background into the correction, resulting in better agre@re shown in Fig. 8. The hue is shown in Fig. 9. These theoretical
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causes the R, G, B and value curves to reduce in magnitude when

°~8”g ; ;lgl].%iten i " ' i holding the background value constant. When the bandwidth is
osLlF ¥ EEZEZEEWSF.’.{‘SI ookzzgzil | small, on the order of 20 nm, the spikes from the fluorescent
o o Vitalite sources are quite noticeable. Since the spikes have never been
L Flat Spectrum 1 observed during experimentation, the bandwidth was chosen
2 above this value. When the bandwidth increases above 100 nm
0.2r 1 (the width of the R, G, and B filteygshe R, G, and B peaks begin
ol | to plateau. When the reflectivity ratio is low, below 0.2, the mag-
/ nitude of the RGB peaks become very high and the relatively
025 > " 35 20 v - m 24 Small contribution of background reflection caused the hue curves
to collapse close to one another. When the reflectivity ratio is
. high, above 0.6, the relatively large contribution of background
' ' ' ' ' ' ' reflection causes the hue curves for all the sources to behave simi-
08t ] lar to that of the tungsten source becoming severely attenuated to
the background hue values. Behle et[&] investigated the effect
,go.s- 1 of TLC coating thickness on the hue-temperature characteristics.
204l | They used three different thicknesses and their results showed an
@ increase in attenuation to the background hue as the coating be-
02} 1 came thinner(i.e., as the reflectivity ratio became higheAn
optimum combination of reflectivity ratio and bandwidth for the
% 37 8 39 n Y 2 e a4 current study has been chosen through iteration to be 0.45 and
90 nm, respectively.
05 : One of the areas of poor agreement between the model and
’ experimental results is the temperature at which color play begins
041 for each of the components. The experimental RGB results in Part
1 indicate that color play begins in a gradual fashion starting at
2031 about 37.5°C for each of the three components. However the
s 02l results from the theoretical model in Fig. 8 shows a more abrupt
onset of color play for each of the three components and also
0.1} shows this onset to begin at increasing temperatures for the Red,
Green, and Blue components, respectively.
% 37 38 39 20 Y 2 3 24 The theoretical HSV data in Fig. 9 exhibits all the same char-
temperature (°C) acteristics described in the experimental data. In addition this in-

cludes data for the theoretically flat spectrum which offers the
Fig. 9 Theoretical HSV output vs temperature  (untapered  highest distribution of value, the most uniform saturation and the
model) hue curve with the least infection over the useful range—all de-
sired properties.

results show remarkably similar behavior to the experimental d .

in Part 1. The five separate items in the model discussed earalfa&pered TLC Reflectivity Model Results

were varied to achieve these results. To correct for camera elecTwo ways of making the green and blue components of the
tronics, multipliers of 2.45 and 1.30 were applied to the red andodel begin their color play at lower temperatures are to modify
blue components respectively so that the relative magnitude of tine temperature-wavelength relations, or to modify the liquid
red, green and blue background components would more closetystal reflectivity model. Modifying the temperature-wavelength
match the experimental data. Overall multipliers of 1.490%elations, so that color play for all three components are at about
1.2124, 2.6662, 2.6018, 2.4422, and 1.2124 were applied to the same temperature, has the negative effect of changing the
RGB data for the six light sources, respectively, to approximatemperature at which the peaks occur which is unreasonable.
illumination intensity levels comparable to the experimentalhere are several different ways in which the liquid crystal reflec-
sources. The overall multiplier for the theoretically flat spectruntivity model can be modified:

for which there is no experimental data, was set equal to the

smallest of the other five to achieve a comparable magnitude. Thg1) the square function bandwidth can be increased or de-
temperature-wavelength relation was adjusted so that the peaks in  creased,;

the model R, G, and B components lined up with those from the (2) the square function bandwidth can be increased or de-

experimental resulttEgs. (19)—(21)]. The wavelengths at which creased unsymmetrically;

the peaks occur in the model depend slightly on the bandwidth(3) the square function bandwidth can be increased or decrease
and those associated with the optimum bandwitiiscussed either symmetrically or unsymmetrically as a function of
later) were used. Finally the reflectivity ratigy,;, and liquid wavelength;

crystal bandwidth, BW, were varied to achieve a comparable (4) the bandwidth and amount of taper can be increased or
shape and to force the peak magnitudes close to those of the decrease either symmetrically or unsymmetrically as a
experimental data. The optimum combination of reflectivity ratio function of wavelength.

and bandwidth was chosen such that ]
Cases(1)—(3) will cause some or all the RGB components to

(1) The peak values for R, G, and B were close to those froMlateau and is unreasonable. Cééeseems to have the potential
the experimental results. for offering an explanation but results in a more complicated

(2) The shapes of the red, green, blue, hue, saturation and vaedel. _ _ S
curves were similar to those from the experimental results. A new set of calculations for a single tapered model, in which
tapered edges were added to the optimum reflectivity ratio/

In general, increasing the bandwidth causes the curves to wideandwidth model chosen abov6.45/90 nm)were performed.
localized phenomena such as fluorescent spikes to diminish arffte R, G, and B curves for this case are shown in Fig. 10. Adding
the peak magnitudes to increase. Increasing the reflectivity rataper to the reflectivity model had the expected effects of lowering
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the rate of increase is greatest for the red and smallest for the blue.
1200 g‘:,’_f;“’" H  For the model to exhibit this same characteristic the taper length
100 Fluorescent with fitert| ~ Of the TLC reflectivity would have to extend toward the blue side
ol Fluorescentwiofiter || (Jower wavelengthsat each temperature and the magnitude of the
d Vite-Lite L
re sol Flat Spectrum | reflectivity at lower wavelengths would be smallest at low tem-
peratures and increase with temperature. This is precisely the be-
40r ===+ |  havior that Akino et al[11] found. The common belief that selec-
20+ = tive reflection from a surface coated with a microencapsulated
% pre " " m r - - 2 TLC is approximated by a monochromatic spikeg., S_ysorﬁlz_]) _
or occurs over a very narrow range of wavelengths is too simplis-
tic.
150 r . . . . . .
100+ i
green Nomenclature
50l ] H, hue = hue(color) level in HSV color-space
[Eq. (1)]
R or red = red component from RGB color-space
0 . L L L L . ; B or blue = blue component from RGB color-space
36 37 38 39 40 4 42 43 44

G or green= green component from RGB color-space
S or saturation= saturation(redness/pinknegsevel in
150 ' ; ; ' ' ' T HSV color-space
V or value = brightness level in HSV color-space
i = radiant intensity

100 -
N = wavelength
T = transmissivity
501 p = reflectivity
Rgain, BGain= red and blue gain settings in the CCD
camera
36 a7 Gain = gain setting in the CCD camera
temperature (°C) a = absorptivity
' _ BW = bandwidth of wavelengths over which
Fig. 10 Theoretical RGB output vs temperature (tapered liquid crystal substance reflects incident
model) light

CF = coverage factor to account for the fact
that TLC microcapsules do not cover the

the temperature at which color play begay 0.0, 0.2, and 0.4°C entire surface

for the R, G, and B components, respectiyelnd causing a more T

gradual onset of color play. Further refinement of the liquid crys- = lemperature
tal reflectivity model would likely lead to an improved overallSubscripts
model, however, the number of possible reflectivity models is ex- N = specular quantity
haustive and pursuit of a better model would lead away from the i = incident
simplicity of the current model. Akino et dl11] showed that the shield = UV shield
spectral reflectivity of a TLC coated surface does in fact have a source = denotes specific illumination source
highly varying taper and bandwidth as a function of temperature ref = reflected
(Fig. 5). LQ = liquid crystal or liquid crystal
The HSV data for the tapered liquid crystal reflectivity model contribution
shows similar behavior to the untapered model. R = red component
) vis = visible range of wavelengths
Summary and Conclusions BP = black paint or background
A theoretical model of a thermochromic liquid crystal imaging max = maximum value o
system has been developed. The model accounts for the spectral ratio = ratio of background to liquid crystal
characteristics of the illumination source, the TLC coated surface, background=background contribution
and the CCD imaging camera. The purpose of this theoretical mult = multiplier used to adjust R and B values
model was to offer a more in-depth understanding of the factors for theoretical imaging model to experi-
involved in liquid crystal thermography, to describe the effects . mental values
that various illumination sources have on a TLC hue-calibratiofXP Of experimentai= experimental value
and to understand better the merits of the spectral distributions of model = value from theoretical imaging model

various iII_umination sources. Regardle_ss of the start temp_eratlﬁﬁperscripts
shortcoming, the model has served its purpose, describing the ' nidirasti ;

h ; unidirectional quantity
relative shapes of the hue saturation and value curves through the " = bidirectional quantity
useful range and showing inflections, which correspond well to

the experimental data. Acronyms
Two reflectivity models for the liquid crystal were used: a TLC = thermochromic liquid crystal
square model and a tapered model. The main discrepancy between CNLC = chiral nematic liquid crystal
the TLC reflectivity models used and the experimental results is UV = ultraviolet
the temperature at which the R, G, and B components begin to CCD = charge-coupled device
increase from their background values. Experimentally, the three CIE = International Commission on
begin to increase at approximately the same temperature, although lllumination
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The Effect of Support Grid Design
on Azimuthal Variation in Heat
wary . Holloway 3 “Transfer Coefficient for Rod

Timothy A. Conover

Heather L. McClusky Bundles

Donald E. Beaslev Support grids are an integral part of nuclear reactor fuel bundle design. Features, such as
Fellow, ASME split-vane pairs, are located on the downstream edge of support grids to enhance heat

transfer and delay departure from nucleate boiling in the fuel bundle. The complex flow
Department of Mechanical Engineering, fields created by these features cause spatially varying heat transfer conditions on the
Clemson University, surfaces of the rods. Azimuthal variations in heat transfer for three specific support grid

Clemson, SC 29634 designs, a standard grid, split-vane pair grid, and disc grid, are measured in the present

study using a heated, thin film sensor. Normalized values of the azimuthal variations in
Nusselt number are presented for the support grid designs at axial locations ranging from

Michael E. Conner 2.2 to 36.7 ;. Two Reynolds numbers, R&8,000 and Re42,000 are tested. The
Westinghouse Nuclear Fuel, peak-to-peak azimuthal variation in normalized Nusselt number is largest just down-
5801 Bluff Rd., stream of the support grids and decreases to a minimum value by the end of the grid span.
Columbia, SC 29250 A comparison of the azimuthal heat transfer characteristics between the support grids

indicates distinctive results for each type of support grid design tested. The split-vane pair
grid exhibits the largest peak-to-peak variation in azimuthal heat transfer 8% to
—15% just downstream of the grid at 2.2,,D The disc grid has the most uniform
azimuthal heat transfer distribution with a peak-to-peak valuez@f% for all axial
locations tested[DOI: 10.1115/1.1863274

Introduction grid. The vane orientation makes an approximately 30° angle with

Nuclear fuel bundles that constitute the core for pressurizg&e axial flow direction. The split-vane pairs have left-right and

water reactor§PWRs)consist of parallel rods that are held in aup—down alternating vane pattems as indicated in Rig. Flow

fixed array by support grids. The flow of pressurized water alo it ha“C‘f‘g feature; may be Iqosely charag:terized as streamlin(_ed or
the rods provides the cooling for the rods during reactor operati !Jnt’ ,:N'th tlhe split-vane pair and the disc clearly representing
In addition to supporting the rods in the bundle, the support gri& %sethwp classr?s. d subcooled leate boiling heat t f
also affect the heat transfer and fluid flow characteristics in the rod>°'" SINg'€-phase and subcooled nuclieate bolling heat transter

bundle. Heat transfer enhancing features are often attached to 3ffe /mportant in pressurized water reactor operation. 'I.'he.power
pduced by the reactor core is limited in order to maintain the

downstream edge of the support grids to improve the heat tran Lo
performance of the rod bundle. One commonly implemented fe urface of the rods below the departure from nucleate boiling limit
y a ring different core transients including accident scenarios. In

ture is a split-vane pair located on the downstream edge of the 8 . ; ;
b P 9 ﬂipmon, the integrity of the fuel rods can be compromised if the

al temperature on the surface of the rod is too large. For ex-
mple, corrosion rates are larger at higher temperatures. There-
re, larger and more uniform values of the single-phase, local
fat transfer coefficient on the rods yield increased performance,

ile preventing potential damage to the fuel rods that results
é‘ﬁ" areas of increased temperature.

everal previous investigations have examined the azimuthal
iations in wall temperature or Nusselt number in rod bundles.
ngee and Chastaifl] investigated heat transfer in rod bundles
Mhout support grids. Experiments were conducted on a square
rray rod bundle and a triangular array rod bundle. Each rod
Eundle configuration consisted of nine rods. Electrical current was

support grid and placed at the center of the flow area between f
adjacent rods. Such vane pairs alter the flow field in two importa
ways, by creating a swirling flow and enhancing mixing amon
the parallel channels formed by the rods. The interconnected, p.
allel channels that are formed by rod bundles and the supp
grids are an exceedingly complex geometry for flow and he
transfer. Figure 1 presents a schematic diagram of a rod bun
assembly, and illustrates a subchannel, the flow area between fo
adjacent rods. Three support grid designs, shown in Fig. 2,

examined in the present study. For all of the support grid desig
features formed out of the grid strap hold the rods on a const
pitch in the rod bundle. A support grid having no flow enhancin

features, termed a “standard” or “egg-crate” grid, is tested an

serves as a basis for comparison for support grids having flow a“@ssed through all nine rods to achieve resistance heating of the

heat transfer enhancing features. In addition, support grids Wft?\ds' The rods were cooled using pressurized water with Prandtl

two different types of flow enhancing features, a disc and a splﬁ-umbers of 1.18 and 1.75. The primary objective of this wo_rk was
vane pair, are tested. The disc support grid, shown in Fhy.2as to measure fully developed Nusselt numbers. The experimental

blunt disc blockages attached to the downstream edge of the st (_:ertainty qf ‘h? measured Nusselt numbers wai%h. Azi-
port grid. The disc blockages are circular and have a 5.8 uthal variations in Nusselt number were observed to be less than

diameter. The split-vane pair support grid, shown in Fig),2has the ﬁxlperimental uncertainty. Kid(é ‘I':'t @Zl]rilnvestigatfed the ;.Zi.'
split-vane pairs attached to the downstream edge of the suppg@Hthal temperature variations and local heat transfer coefficients
ownstream of standard support grids in a fully heated rod bundle.

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF The rod bundle consisted of seven rods arranged ona hexagonal

HEAT TRANSFER Manuscript received January 6, 2004; revision received Decemb@trray_ and _heatEd using reS|ste_m(_:e he_’at'ng- Air was used as the
16, 2004. Review conducted by: A. F. Emery. working fluid. Peak-to-peak variations in azimuthal Nusselt num-
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Fig. 2 Representative drawings of support grid designs for (a)
standard grid, (b) disc grid, and (c) split-vane pair grid.
SOUTH
-l &l
- "
12.6 mm ity of the heat transfer coefficient rather than the absolute value of
(b) heat transfer coefficient that would be obtained from a fully

heated rod bundle. Mean and fluctuating fluid temperature mea-
Fig.1 (a) Schematic diagram of 5 X5 rod bundle assembly (b)  surements were also obtained in this experiment. Results indicated
Details of subchannel with split-vane pair that the heat transfer coefficient was a minimum adjacent to the

narrow rod gaps and a maximum adjacent to the open flow re-

gions in the rod bundle.
ber were approximately-5% of the average Nusselt number at an A limited number of studies have investigated local rod tem-
axial location of two hydraulic diameters downstream of a staperature and local, azimuthally averaged heat transfer downstream
dard support grid. In addition, Kidd et 4] developed a corre- of a support grid with vane pairs. De Crefy] experimentally
lation for the azimuthally averaged heat transfer developmemétermined both the rod location in the array and azimuthal posi-
downstream of a standard support grid in a rod bundle. This cdien on the rod for the initial occurrence of departure from nucle-
relation was based on the Reynolds number and the axial distaate boiling(DNB) downstream of a support grid with split-vane
downstream of a standard support grid in the rod bundle. pairs. A 5X5 square array rod bundle cooled with water was used

Marek and Rehmg3] investigated the heat transfer both withinin the investigation. All rods in the bundle were heated using
and immediately upstream and downstream of a standard suppesistance heating. Results indicated that for rod bundles with
grid. The three-rod triangularly arrayed bundle was cooled witttandard support grids, DNB typically occurred first on the central
air. The rods in the bundle were directly heated using resistanwal in the bundle at an azimuthal location adjacent to the rod gaps.
heating. Local rod temperatures were measured to obtain hEat support grids with split-vane pairs, DNB occurred first on one
transfer data. Azimuthal variations in the Nusselt number near th& the nine central rods in the rod bundle. In addition, the azi-
support grid were within=5% of the circumferentially averaged muthal location on the rod surface of the DNB occurrence ap-
Nusselt number at the corresponding axial location. A correlatigreared to be randomly distributed. Single-phase experiments were
for the maximum Nusselt number in the support grid region of @onducted to calculate a subchannel mixing coefficient based on
rod bundle was developed based on the blockage (@i of the the rod surface temperatures. These single-phase experifbgnts
projected area of the support grid to the open flow area in the r@tentified a subchannel mixing coefficient for the split-vane pair
bundle)of the standard support grid and the fully developed Nusgyid design that was approximately ten times greater than the mix-
selt number in the rod bundle. ing coefficient for a standard support grid design. Yao ef&].
Guellouz and Tavoularif4] investigated azimuthal variations proposed a correlation for the local heat transfer development

in heat transfer for a scaled model representing an outside sdgwnstream of a support grid with vane pairs. Since no experi-
ment of a 37-rod hexagonally arrayed reactor core. Air was timental heat transfer measurements downstream of a split-vane
working fluid in the experiment. The 12.9:1 scaled model corpair grid design were available, Yao et 8. incorporated infor-
sisted of five rods. Three rods represented an outer segment ofrreion from fundamental research in decaying, swirling flow in a
hexagonal array. This outer segment of rods was surrounded fige to develop their correlation. The correlation developed for
the test section wall on one side and by two interior rods on tli®w downstream of a split-vane pair modeled the effects of swirl-
other side. The central rod in the outer row was instrumented aimg) flow in rod bundle subchannels based on the spatial decay rate
positioned to determine the effect of spacifigtween both the of the angular momentum of swirling pipe flow reported by Kreith
test section wall and adjacent rgdsn azimuthal heat transfer and Sonju7].
variations. A small sector of the instrumented f@drresponding  Holloway et al.[8] investigated the local, azimuthally averaged
to approximately 6.5 degvas heated using a cartridge heater. Theeat transfer development downstream of support grid designs
instrumentation was designed to determine the azimuthal sensitivith flow-enhancing features. Support grids with vane pairs as
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well as circular disc flow-enhancing features were investigated. / TEST SECTION

5X5 square array rod bundle with water as the working fluid was NT /
used in the investigation. Pressure drop measurements across NK INLET OUTLET
DIRECT

support grids were documented for standard, split-vane pair, ar | ——% b
disc grids. The measurements indicated that the disc grid had tt g FLOW ION
largest pressure loss coefficients. The standard support grids h

the lowest pressure loss coefficients. The split-vane pair suppc EH FLOW METER

grids, with the streamlined vanes, had pressure loss coefficients
between those of the disc grid and the standard support grids with UMP
no flow-enhancing features. Heat transfer measurements were ob-
tained by heating a small portion of a single rod in the bundle
using a cartridge heater inserted concentrically into the instru-

mented rod. A general heat transfer correlation based on fun(gmy a small portion of the instrumented rod is heated, the mea-
mental physics was developed for flow downstream of sUPPQ{rement technique is similar in concept to that developddjin
grid designs with flow-enhancing features. Results indicated thagynolds numberébased on the hydraulic diameter of the central
the circumferentially averaged heat transfer downstream of a sWprchannelpf 28,000 and 42,000 are investigated. These Rey-
port grid with flow-enhancing features could be characterizggh|ds numbers are an order of magnitude lower than those occur-
based on the pressure losses associated with the flow-enhangjpg in the core of a nuclear reactor. However, comparison of
features attached to the support grid. No previous experimengdherimental particle image velocimet(RlV) measurements at
investigations reporting azimuthal heat transfer variations dowgre=28,00q16,17]with computational fluid dynamic&CFD) re-
stream of support grids with flow-enhancing features were iden§ylts at in-core conditions downstream of a split-vane pair grid
fied in the open literature. design indicates similar flow structures for both Reynolds num-
Previous investigations have examined the natural mixing thigérs. In addition, the heat transfer enhancement in swirling flow is
occurs between closely spaced rod bundées[9] for a review). strongly dependent on the intensity of the swirl and only weakly
Flow pulsations through the rod gaps of neighboring subchanngépendent on the axial Reynolds numtj&8]. Since the flow
have been identified for closely spaced rod bundles in numerastguctures present at R€8,000 are similar to those for in-core
investigations. Some key results will be discussed here. Hoogw conditions, the trends in azimuthal heat transfer variation
and Rehmg10] found that for a fixed rod gap spacing, the freobserved at the lower Reynolds numbers can be extended to those
quency of the flow pulsations, as identified based on spectra of thiein-core conditions. Azimuthal variations in Nusselt number
velocity fluctuations, increased linearly with the Reynolds nunwere obtained for the central rod in the bundle. Axial locations
ber. Moller [11], found that the nondimensional frequency, preranging from 2.2 to 36.D,, are examined.
sented in terms of the Strouhal number, was a function of the
relative gap width. Wu and Trugii2] confirmed that the Strouhal Experimental Facility and Measurements
number was a function of the relative gap width. Guellouz and ) . ) i i
Tavoularis[13,14]documented the structure of turbulent flow for Experimental Facility. ~Figure 3 shows a schematic drawing
W/D ratios ranging from 1.05 to 1.35. Flow pulsations were iderff the closed-loop experimental facility thqt is us_ed in the present
tified for each gap width tested. Krauss and Mej/5] docu- study. The flow loop uses water as aworkln_g fluid and consists of
mented the quasi-periodic frequencies present in both velocity ah@onstant head tank, heat exchanger, variable speed pump, flow
fluid temperature measurements, which indicate that the flow pgffaightener, test section, and flowmeter. The Lexan test section
sations and heat transfer through the rod gap are closely relat@gcommodates a square-arrayedrod bundle. The test section
The flow conditions in all of these investigations were in the fullj)éight and length are 65 mm and 1.64 m, respectively. The rod
developed flow region, far downstream of any rod support strudndle is constructed using 9.5 mm rods that are supported on a
tures. As far as is known, no investigation on the presence of flgkg-6 mm pitch. Thus, the/D ratio for the rod bundle is 1.33. The
pulsations downstream of different types of support grid desigh¥draulic diameterDy,, of a single subchannel is 11.78 mm.
separated by a short span-40D,) has been published in the hree grids are used to assemble the bundle and are placed on a
open literature. Therefore, the exact nature and existence of th gan of 508_mm_. The first grid is located 90 mm downstream of
flow pulsations for the rod bundle geometry investigated in t e test section inlet. L
present study is not known. However, forced mixing due to thfe Local measurements of the variation in the heat transfer coef-
increased turbulence and large-scale flow structures created by thigN arc_)und the c_lrcumfe_rence of the central rod in the bundle
suspor i s s expcto o e  much argr et i LUt K oators of 254 402 (22 7
the resulting convective heat transfer from the surface of the ro '||ocities of 2.4 and 3.7 m/s and a bulk water temperatligs 6f

The present experimental investigation examines the ammut%ioc' The corresponding Reynolds numbers, based on hydraulic

variations in heat transfer in a rod bundle downstream of vario ’ .
types of support grids. A8 5 square array rod bundle, representt-r:argeterl’ are 28,0891](200da_nd 42,0001700. Full discussion of
ing a portion of a full-scale 1X 17 square array rod bundle, is the e flow loop can be found if8].
model rod bundle used in the present investigation. The supportrhin Film Sensor. The azimuthal variation in heat transfer
grids used in the model rod bundle assemblies are constructgfficient is measured using a rod instrumented with a locally
from interior straps of the 1717 support grid designs. The rodheated sensor. Figures 4 and 5 show a schematic drawing and a
diameter and pitch as well as the axial spacing of the support grigisotograph of the sensor. The polycarbonate body of the sensor is
in the rod bundle assembly are consistent with those in a full-sca@g mm in diameter and is 54 mm long. A resistance helém
17X17 rod bundle. New support grid designs are typically benclitm of Hastings alloy)was flush mounted on the surface of the
marked using a &5 (or similar reduced arraypod bundle. Re- sensor to provide local heating at the surface of the sensor. The
sults from benchmark tests are used to develop heat transfer agsistance heater is 0.013 mm thick, 1.6 mm wide, 28.6 mm long,
mass exchange correlations for thexil77 rod bundle assemblies. and provides local heating to a 20 deg sector of the surface of the
In addition, required DNB testing of new support grid designs isensor. As shown in Fig. 4, a groove milled into the surface of the
performed on the reduced size array. sensor accommodates the resistance heater. Figure 5 shows a pho-
In the present study, a heated, thin film sensor is implementesyraph of the thin film resistance heater embedded on the surface
to obtain measurements of the azimuthal variations in heat tram$-the sensor. The surface of the resistance heater is in direct
fer downstream of the three distinct support grid designs. Sincentact with the water in the test section, and is heated using a

Fig. 3 Drawing of experimental facility.
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3 T ___xx ____ In addition, the local Nusselt number is defined as
_____ - h,D
95 Nu,= Hk - @
GROOVE FOR THIN FILM HEATER
Fig. 4 Drawing of thin film azimuthal heat transfer sensor (Di- The local azimuthal variation in the normalized Nusselt number at

a specific angular position was determined by measuring the sur-

mensions in mm )
ons ) face temperature of the heater and the bulk fluid temperature

_ Tyl (T T 1
direct current power supply. An E-type thermocouple and an NU,(2) =Nuy(2) _ (To=To) (To=Tb)

Omega digital panel meter are used to measure the temperature —
directly beneath the resistance heater. The Omega digital panel Nuy(z) (Tp—Ty 1

meter has a measurement resolution of 0.01°C. The measurement —_— )

system was calibrated from 10°C to 50°C and the uncertainty f¥rere (T,—Tp) = represents the average of the inverse of the
temperature measurement based on a root-sum-square metho@®perature difference between the rod and the bulk fluid for a
combining measurement error and the calibration efrpg:8yy  diven axial location. The bulk fluid temperature was megsured
was iOSOOC The thermocouple pro\”ded an accuraté measuret&fore and after vaL”nng eaCh data set at eaCh aXIa| |OCat|OnThe
the sensor surface temperature due to the small thickness of Rgaver input to the resistance heater was 7 W and was determined
resistance heater. High-frequency resolution in temperature fllRy: measurement of the resistance and the voltage. The nominal
tuations was not a goal of the present investigation. As such, tgsistance of the heater was 0.95 The power was selected to
present experimental technique provides time-averaged heat trifgvide a temperature differenc& (~T,) ranging from 4°C to

fer measurements around the circumference of the instrumen#C. The measurements obtained using this sensor for a specific
rod. angular position represent the heat transfer averaged over a 20 deg

sector of the rod surface and over the 28.6 mm length. The mea-

Experimental Measurements. The central rod instrumented surement at a given axial location was obtained in a small time
with the thin film sensor is moveable. The remaining 24 rods afferiod to avoid drift in the power supply and thermocouple refer-
fixed at the inlet and outlet of the test section. The central movence junction compensation. The bias error inherent in expressing
able rod could be rotated about its axis and translated in a diregr absolute value of local heat transfer is removed due to the
tion parallel to its axis. A protractor fixed to the rod providechormalization procedure described in E8). Therefore, the con-
measurement of the azimuthal position of the sensor; the resoltibution of uncertainty in the local Nusselt number due to preci-
tion of the protractor was 1 deg and the uncertainty in the azion error(rather than absolute erjowas estimated based on a
muthal position wast2°. Figure 6 indicates the location of thekline McClintock sensitivity approach
instrumented rod as well as the angular coordinate orientation for
the azimuthal locations tested. \/ ANUu,) 2

The local heat transfer coefficierity, is calculated from the Unu,= (UQW
power and temperature measurements as

®

ANuy)\ 2

AN, 2 .
U, 5T, 4)

with typical error contributions to the precision uncertainty as

+| ur

listed below.
u; +0.17 W
ury *0.25°C
urp *0.25°C

The measurements of hydraulic diameter, area, and fluid conduc-
tivity are assumed to be constant, and therefore, have zero contri-
bution to the precision error of the Nusselt number. The uncer-

tainty of the azimuthal variation in Nusselt numbertig%. This

SENSOR BODY FHIN FILM HEATER uncertainty claim is supported by repeatability measurements ob-
tained during the experiment.
F|g 5 Photograph of thin film azimuthal heat transfer sensor PreviOUS researCh on Conduction |Osses in Similar heat ﬂUX
probes(for example[19]), indicate that as convective conditions
DETAIL A at the surface of the probe increase, the amount of energy con-
ducted into the body of the sensor will decrease. In order to quan-
O Q SUBCHANNEL tify the conduction losses through the polycarbonate body of the

sensor for the given flow conditions, a two-dimensiof2&) con-
duction model was investigated usiRQUENT software. Convec-
tion heat transfer coefficients ranging from 12,500 to 30,000
W/mPK were investigated. This resulted in temperature differ-
ences between the surface of the sensor and the bulk fluid ranging
from approximate 5°C to 12°C. For the range of conditions exam-
ined, the convective heat transfer from the surface of the thin film

O
a
O

OIOOI0[O
gel e
OO0
OIOIOIO

ROD GAP 180 sensor was 96—98% of the total energy generated by the thin-film
O O sensor. Since the convective conditions in the present study result
in negligible conduction losses to the sensor body, the effective
area can be assumed constant and equal to the sensor area for all
Fig. 6 Details of instrumented rod location flow conditions.
Journal of Heat Transfer JUNE 2005, Vol. 127 / 601
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Fig. 7 Azimuthal variations in Nusselt number comparison
with Kidd et al. [2] Fig. 8 Azimuthal variations in Nusselt number for standard

grid

The temperature field that arises in the model rod bundle is
different than that in a fully-heated bundle or reactor core. Hydrdected to be on the order af5% for a hexagonally arrayed rod

dynamic conditions are similar, but the thermal boundary layer ¢iindle. Data obtained using the thin film sensor confirm this re-

the rod is not developed; therefore, the measurements obtaisédf for a square arrayed rod bundle.

using the thin film sensor are most closely related to the local Figure 8 presents the azimuthal variations in Nusselt number
magnitude of the shear stress on the rod surface. The variationglefvnstream of the standard support grid at three axial locations
shear stress indicated by the sensor may be directly comparedoto Re=28,000. The largest peak-to-peak variation in Nusselt

those obtained from a fully heated case. This further motivatggmber occurs just downstream of the standard support grid at
normalization of the results and allows interpretation of thd.2Dy. These azimuthal variations are attributed to increased tur-

present measurements in terms of heat transfer. Hay and 2@gst bulence, boundary layer destructigsurface renewal and local

and Guellouz and Tavoularig] employed a similar normalization flow acceleration caused by the support grid. The maximum azi-

procedure. Major flow features, whether impingement, separatidgRuthal heat transfer variation af16% occurs at an angle of 45

or flow acceleration, will have similar effects in either case.  deg (adjacent to the subchannel flow area as shown in Fig. 6

while the minimum variation of-12% occurs at an angle of 180
deg (adjacent to the rod gap as shown in Fig. &s the flow

Results and Discussion develops in the streamwise direction, the peak-to-peak value of

Azimuthal variations in heat transfer downstream of a standa{rh azimuthal heat transfer variation decreases. AtB§./where

support grid design and support grid designs with disc and sp(lb
vane pair flow and heat transfer enhancing features have beg %. A comparison between the data obtained at-&&000

acquired using the thin film sensor. Axial locations ranging from.. _ . o
2.2 to 36.7D,, were investigated downstream of each of the su%['g' 7) and Re=28,000 for 6.6y, (Fig. 8) indicates the same

port grid designs. Data are presented in the form of normaliz

;’ﬁé%g?; gnbgl?r?:gltfrgtsnmgﬁfrér%ﬁ?ého alcl)(r)tw (rji'éeg;gio r:]wsparlson of tested. As such, the lower Reynolds number cases 28000,
pport g gns. will be the focus for the remainder of the discussion.

The standard support grid design is a baseline case for compari-
son of azimuthal variations in support grids with flow-enhancing
features. Azimuthal variations in heat transfer downstream of a
standard support grid design are shown in Figs. 7 and 8. Note thc* 40
the normalized azimuthal variation in Nusselt number, as definet disc grid —+—22Dh
in Eq. (3), is presented on the ordinate axes. The data pointsinth g0 { [Re=28,000 -:-g?;h
figures indicate individual measurement locations, with connectsg .
ing lines through the data points included to provide distinctiony 20
between each series included in the data plots. Figure 7 provides<
comparison between measurements obtained downstream of L
standard support grid using the thin film sensor in the prese
study and data obtained from the fully heated rod bundle study o
Kidd et al.[2]. The data of2] was obtained at Re=50,000 and at
an axial location of 7.0, while the data from the present study & ~
was obtained at Re42,000 and 6.®,. Heat transfer variations g
were measured around an outer rod of the seven rod hexagonal
arrayed bundle ifi2], so differences in the location of peak heat  gq |
transfer are expected. Figure 7 indicates that the magnitude ¢
azimuthal variations in heat transfer measured by the present e: 49 . . . . . . .
perimental technique is consistent with that measured using a dit 0 45 90 185 180 225 270 315 360
ferent measurement technique by Kidd et[a]. Based on previ- Angle (degrees)
ous investigations of azimuthal heat trang&3], the variation in
heat transfer downstream of a standard support grid design is eRig. 9 Azimuthal variations in Nusselt number for disc grid

10 4
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1e flow is expected to be hydrodynamically fully developed, the
e k-to-peak azimuthal variation in Nusselt number is within

agneral behavior for both Reynolds numbers tested. These simi-
rities were documented for each of the support grid designs
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Fig. 10 Lateral velocity and axial vorticity downstream of split-
vane pair grid [17] for (a) 2.8 D, and (b) 6.3 Dy,
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Fig. 12 Azimuthal variations in Nusselt number for 2.2 Dy,

all of the axial locations are comparable to the fully developed
value obtained from the standard grid design at 85,7 The
large peak-to-peak variations in the Nusselt number measured just
downstream of the standard grid at 23 are not observed just
downstream of the disc grid.

The complex flow field downstream of support grids with split-
vane pairs has been documented in several previous investiga-
tions. An investigation of the axial velocity downstream of split-
vane pair grid desigf21] indicates that just downstream of the
support grid, the axial velocity is lowest in the center of the sub-
channel and highest in the center of the rod gaps. As the flow
develops, the axial velocity profile returns to that of the fully
developed profile with higher axial velocities in the center of the
subchannel and lower axial velocities in the center of the rod gaps.
McClusky et al.[16] documented a swirling flow structure, con-
sistent with a Lamb—Oseen vortex, in the lateral flow field down-
stream of a single split-vane pair in a rod bundle subchannel. The
swirling flow structure was found to migrate within the subchan-
nel. In addition, the decay rate of the angular momentum was
documented. McClusky et gl17]presented lateral velocity fields

The azimuthal variations in the Nusselt number downstream i several subchannels downstream of a split-vane pair grid de-
the disc grid design are documented for three axial locations $ign. Integral measures of the lateral velocity field indicate that
Re=28,000 in Fig. 9. The peak-to-peak azimuthal variation in ttilifferences in lateral flow structures are present in each subchan-
Nusselt number is within=4% for all axial locations downstream nel. Figure 10 presents lateral velocity and axial vorticity fields
of the disc grid. The azimuthal variation in the Nusselt number f@btained using particle image velocimet81V) downstream of a

g

g

-
o
!

Azimuthal Variations In Nu (%)
o

-10 %,
_m 4
.30 4
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Angle (degrees)
Fig. 11 Azimuthal variations in Nusselt number for split-vane
pair grid
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typical split-vane pair support grid as presenteflii]. Two axial

40
367D, —e— standard
30 { |Re=28,000 - #--gplitvane
-4-- disc
20 4

-
o
1

Azimuthal Variations In Nu (%)
o
L |
]
h

b &b 3

45 90 135 180 225 270 315 360
Angle (degrees)

o

Fig. 13 Azimuthal variations in Nusselt number for 36.7 Dy,
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T-T, Comparisons between the three support grid designs tested are
B % presented in Figs. 12 and 13 for D2 and 36.7D,,, respectively.
1 As shown in Fig. 12, the azimuthal variations in Nusselt number
. £i - for the split-vane pair grid design are the largest at a location just
. downstream of the support grid. The circumferentially averaged
: B Nusselt number at 2R, is larger for the split-vane pair grid than
10 15 20 28 a0 4 °  the standard grid desidi8]. However, there are also larger varia-
h tions in Nusselt number around the circumference of the rod. The
(a) disc grid produces the most uniform azimuthal Nusselt number
distribution. At 2.2D,,, the disc grid exhibits the largest average
Nusselt number compared to the other support grid designs tested
[8]. A disadvantage of the disc grid is the large pressure drop
associated with the blunt discs. Figure 13 indicates that at[36.7
the azimuthal variations in Nusselt number have similar magni-
tudes and behavior for the three support grid designs.
! Figure 14 presents contour plots of the temperature difference,
g 10 15 20 25 a0 9 ° T,—Tp, for the standard grid, disc grid, and split-vane pair grid
h for the range of axial locations measured in the present investiga-
(1) tion. Regions of high temperature difference, called hot spots,
form at localized angular positions for all three support grid de-
1.1 signs. However, the axial location that the hot spots appear, as
m =5 well as the axial development of the hot spots, is dependent on the
. type of support grid. For comparison with the current measure-
ment technique, a temperature distribution obtained downstream
of a split-vane pair grid design using computational fluid dynam-
ics (CFD) is presented in Fig. 1R22].

The CFD simulatiorj22] consisted of a two-subchannel model
with periodic boundary conditions. The predicted temperature dis-
tribution for a central rod in a 85 rod bundle is obtained from
the portion of the rod surfaces highlighted in Fig. 15. The 0°
reference angle used in Fig. 15 is not the same as the orientation
used in the present investigatiéehown in Fig. 6). In Fig. 15, the
angle of the rod location is represented by the horizontal axis and
the axial distance downstream of the support grid is plotted on the
vertical axis. A constant heat flux is applied at the surface of the
. o rods; therefore, the bulk temperature of the fluid is increasing with
locations, 2.8y, and 6.3Dy,, are presented. As shown in Fig. 10.axial distance downstream of the grid. In addition, the CFD simu-
two vortices shed from the vane tips are present aD2.8hile a |ates the thermal conditions in the core of a pressurized water
single vortex is present at an axial location of B.3. The single reactor, which has significantly higher heat fluxes from the rod
vortex was documented in the subchannel for axial locations upw@lls than the heated film sensor used in the present investigation.
25.5D;,. However, the relative magnitude of the lateral velocitie¥herefore, a qualitative comparison between the trends in tem-
decreases with increasing distance from the support grid. Figyerature (and not the absolute temperatyred measurements
10 also indicates differences in the lateral rod gap flows presentritade with the heated film sensor, Fig(d}4 and the CFD simu-
the subchannel. For example, the east rod gap in Figa) 8dd lation, Fig. 15 is appropriate. Two main regions of elevated sur-
10(b) has strong lateral velocities leaving the subchannel area.flite temperature, or hot spots, are identified in both of these fig-
contrast, the north and south rod gaps have smaller lateral velagies. The two hot spots merge into a single hot spot at
ties with some recirculation in the rod gaps. In addition, separapproximately 3@, (353 mm downstream of the stiag\ com-
tion regions around portions of the rods are typically observashrison between these figures indicates that the measurement tech-
downstream of split-vane pair grid designs. A separation regionrifgue utilized in the present study, which provides azimuthal
located on the southeast rod in Figs(d)0and 10(b). The axial variations that are averaged over a 20 deg angle of the rod surface,
velocity distributions and information on the complex lateral flovprovides a good representation of the variations in temperébure
structure downstream of a split-vane pair support grid are usefulisselt numbérthat occur in a fully heated rod bundle at in-core
in interpreting the azimuthal heat transfer variations obtained gonditions. In addition, comparisons between CFD predictions of
the present investigation. the velocity and temperature fielfl82] and the present measure-

Figure 11 presents the azimuthal variation in Nusselt numbgfents of the azimuthal heat transfer variations suggest that re-
downstream of a split-vane pair grid design for three axial locgions of lower magnitude total velocity that are associated with
tions at Re=28,000. At axial locations of I and 6.5D, there |ateral flow structures are the primary contributor to regions of
are large peak-to-peak variations in the azimuthal Nusselt nuglecreased Nusselt number.
bers. At these axial locations, the maximum azimuthal variation in
Nusselt number is-30% while the minimum azimuthal variation
is —15%. The maximum Nusselt number occurs at locations caa USi
the rod adjacent to the rod gaf80 deg and 270 degThe mini- onclusions
mum azimuthal Nusselt number variation is observed at severalThe azimuthal variations in heat transfer downstream of several
azimuthal locations. As the flow develops in the streamwise diremd bundle assemblies have been quantified. Three different sup-
tion, the peak-to-peak azimuthal variation diminishes. Aport grid designs were investigated. A standard support grid de-
36.7Dy,, the azimuthal variations in Nusselt number range fromsign provided a benchmark comparison with previous investiga-
+4% to —7.6%. The complex flow behavior downstream of splittions. In addition, the standard support grid was used as a baseline
vane pair grid designs, such as flow separation from the rod acase for comparison with the disc grid and split-vane pair grid
axial velocity deficits, contributes to large variations in azimuthalesigns. For the standard and split-vane pair grid designs, the
Nusselt number. peak-to-peak variation of heat transfer was largest at the measure-

o

360

angle

Fig. 14 (Color) Contour plots of temperature difference (T
—T,) at Re=28,000 for (a) standard grid, (b) disc grid, and (c)
split-vane pair grid
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42 5 p— Nu, = local Nusselt number

P = rod pitch

Re = Reynolds number
7 T(K) T, = rod surface temperature
T, = bulk fluid temperature

fr-4i g = power

u = uncertainty

W = wall-to-rod distance

z

fal = axial coordinate direction

=

References

[1] Dingee, D. A., and Chastain, J. W., 1956, “Heat Transfer from Parallel Rods in
Axial Flow,” Reactor Heat Transfer Conference of 1998D-7529 (Pt. 1),

H 10 Book 2, pp. 462-501.

[2] Kidd, G. J., Hoffman, H. W., and Stelzman, W. J., 1968, “The Temperature

HIE Structure and Heat Transfer Characteristics of an Electrically Heated Model of

a Seven-Rod Cluster Fuel Element,” ASME paper 68-WA/HT-33.

[3] Marek, J., and Rehme, K., 1979, “Heat Transfer in Smooth and Roughened
Rod Bundles Near Spacer GridsProceedings of the ASME Winter Annual
Meeting Dec 27, 1979, pp. 163-170.

Bk [4] Guellouz, M. S., and Tavoularis, S., 1992, “Heat Transfer in Rod Bundle
Subchannels with Varying Rod-Wall Proximity,” Nucl. Eng. De&32, pp.
351-366.

[5] de Crecy, F., 1994, “The Effect of Grid Assembly Mixing Vanes on Critical
Heat Flux Values and Azimuthal Location in Fuel Assemblies,” Nucl. Eng.
Des., 149, pp. 233-241.

[6] Yao, S. C., Hochreiter, L. E., and Leech, W. J., 1982, “Heat-Transfer Augmen-
tation in Rod Bundles Near Grid Spacers,” J. Heat Trangfed, pp. 76—81.

[7] Kreith, F., and Sonju, O. K., 1965, “The Decay of a Turbulent Swirl in a

Fig. 15 (Color) Temperature distribution for split-vane pair Pipe,” J. Fluid Mech. 22, Part 2, pp. 257—-271.

grid obtained from CFD [22] [8] Holloway, M. V., McClusky, H. L., Beasley, D. E., and Conner, M. E., 2003,

“The Effect of Support Grid Features on Local, Single-Phase Heat Transfer
Measurements in Rod Bundles,” J. Heat Trans1&6, pp. 43-53.
. . . [9] Rehme, K., 1992, “The Structure of Turbulence in Rod Bundles and the Im-
ment location just downstream of the grid. The peak-to-peak plications on Natural Mixing Between the Subchannels,” J. Heat Trarfer,
variation decreased with distance downstream of the grid. pp. 567-581.

i ; At ; 0] Hooper, J. D., and Rehme, K., 1984, “Large-scale Structural Effects in Devel-
For the standard grid, azimuthal variations in heat transfe[rl oped Turbulent Flow Through Closely-Spaced Rod Arrays,” J. Fluid Mech.,
ranged from+16% to—12% at 2.2D,,, and decreased t68% to 145, pp. 305-337.
—4% by 6.5Dy,. Split-vane pairs cause enhanced circumferenfii] Moller, S. V., 1991, “On Phenomena of Turbulent Flow Through Rod
tially average heat transfer, but also have the largest peak-to-peak Bundles,” Exp. Therm. Fluid Sci4, pp. 25-35.
variations (+30% to —15%) of the grid designs tested. These [121Wu. X., and Trupp, A. C., 1993, “Experimental Study on the Unusual Turbu-
L . . . R . lence Intensity Distributions in Rod-to-Wall Gap Regions,” Exp. Therm. Fluid
variations did not decay rapidly in the downstream direction, but g g pp. 360—370.
persisted well past 10 hydraulic diameters downstream of the sup=3] Guellouz, M. S., and Tavoularis, S., 2000, “The Structure of Turbulent Flow in
port grid. Such large variations are a result of the interaction be- a Rectangular ChannethOHtair;ing a CECylindrical Rod-Part 1: Phase-averaged
: H Measurements,” Exp. Therm. Fluid Sc23, 59-73.
twe.en th? Iat?rallaqd ztr]?a_mmsr(]a ﬂOV\; Strucftu;les tgat rﬁsu(;t_ 4] Guellouz, M. S., and Tavoularis, S., 2000, “The Structure of Turbulent Flow in
regmns ot total ve 00|t_y eficit att_ e surface of the rods. The '_S a Rectangular Channel Containing a Cylindrical Rod-Part 2: Reynolds-
grid has enhanced circumferentially averaged heat transfer just averaged Measurements,” Exp. Therm. Fluid S28, 75-91.
downstream of the grid that is achieved with a large pressure drofd5] Krauss, T., and Meyer, L., 1996, “Characteristics of Turbulent Velocity and
However, peak-to-peak variations af4% were observed at all Temperature in a Wall Channel of a Heated Rod Bundle,” Exp. Therm. Fluid
. ' : Sci., 12, pp. 75-86.
axial |0.0alt|0nls- The results of the present study provide data QH6] McClusky, H. L., Holloway, M. V., Beasley, D. E., and Conner, M. E., 2002,
the variation in heat transfer that occurs on the surfaces of rods in ~ “Development of Swirling Flow in a Rod Bundle Subchannel,” J. Fluids Eng.,

heated rod bundles, and highlight the trends in the azimuthal 124, pp. 747-755.

inti B ; i [17] McClusky, H. L., Holloway, M. V., Conover, T. A., Beasley, D. E., Conner, M.
variations that occur for different types of support grid designs: E., and Smith, Ill, D. L., 2003, “Mapping of the Lateral Flow Field in Typical

The azimuthal heat transfer distribution on the rod surface can be g nchannels of a Support Grid with Vanes,” J. Fluids Eag5, pp. 987-996.
incorporated with other important design factors in the developq.8] Dhir, V. K., and Chang, F., 1992, “Heat Transfer Enhancement Using Tangen-

ment of future support grid designs. tial Injection,” ASHRAE Trans.,98, pp. 383—-390.
[19] Beasley, D. E., and Figliola, R. S., 1988, “A Generalized Analysis of a Local
Heat Flux Probe,” J. Phys. B1, pp. 316—-322.

(210

Nomenclature [20] Hay, N., and West, P. D., 1975, “Heat Transfer in Free Swirling Flow in a
_ . Pipe,” J. Heat Transfei97, Series C, No. 3, pp. 411-416.
Aeﬁ - eﬁeCt_Ne area [21] Yang, S. K., and Chung, M. K., 1998, “Turbulent Flow Through Spacer Grids
D = rod diameter in Rod Bundles,” J. Fluids Eng120, pp. 786—791.
D,, = hydraulic diameter [22] Conner, M. E., Smith, L. D. Ill., Paramonov, D. V., Liu, B., and Dzodzo, M.,
_ : 2003, “Understanding and Predicting the Flow Field in a Reactor Core,” Pro-
h" _ heat transfer coc_effluent ceedings of the ENS TopFuel 2003/ANS LWR Fuel Performance Meeting,
k = thermal conductivity . . 2003 Topfuel conference, INFORUM GmbH, March 16-19, Wurzburg, Ger-
Nu, = average Nusselt number at an axial location many.
Journal of Heat Transfer JUNE 2005, Vol. 127 / 605

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Forced and Free Flow in a
a.sarietta § \/ertical Annular Duct Under

Mem. ASME
e-mail: antonio.barletta@mail.ing.unibo.it N 0 n axi svm m etri c CO n d iti 0 ns
S. Lazzari
e-mail: stefano.lazzari@mail.ing.unibo.t The combined forced and free flow in a vertical annular duct is studied under the hypoth-
o esis of steady-state parallel laminar flow. The Boussinesq approximation is invoked and
o Universita di Bologna, the viscous dissipation is considered as negligible. The thermal boundary conditions are
Dipartimento di Ingegneria Energetica, such that axial symmetry does not occur and temperature does not change in the axial
Nucleare e del Controllo Ambientale (DIENGA), direction. The dimensionless local balance equations are solved analytically by means of
Laboratorio di Montecuccolino, the Fourier series expansion method. The analytical expressions of the dimensionless
Via dei Colli, 16, temperature field, of the dimensionless velocity field, and of the Fanning friction factor
1-40136 Bologna, Italy are obtained.[DOI: 10.1115/1.1863277
Keywords: Mixed Convection, Annular Duct, Nonaxisymmetric Boundary Conditions,
Analytical Method, Fourier Series
Introduction nar mixed convection in a vertical duct with annular cross section

Several technical papers on forced and free convection in dui studied. Nonaxisymmetric thermal boundary conditions such
pap At temperature does not change in the axial direction are consid-

with annular cross section have_ been published in_the Iast_thr&%d_ The Boussinesq approximation is invoked and the average
decades. Shah and andbh], for Instance, _have pr_owded a W'detemperature in the duct section is chosen as the reference tempera-
description (.)f the main results avallgble in the literature for t. re. Moreover, the effect of viscous dissipation is considered as
case of laminar flow forced convection. Many are also StUd"ﬁ%gligible. The local momentum and energy balance equations are
. : . . Niitten in a dimensionless form and solved analytically by em-
lytical studies on this subject, Rokerya and IqP2] have ana- pioying the Fourier series expansions of both the temperature field
lyzed the effect of viscous dissipation on fully developed mixegnj the velocity field. The analytical expressions of the dimen-
convection in a vertical annular duct. More recently, mixed consjgnjess temperature field, of the dimensionless velocity field, and
vection in a vertical annulus has been studied by Kou and Huaggihe Fanning friction factor are determined. It is shown that the
[3] with reference to a duct filled with a porous medium, and byoyeming dimensionless parameters are the ratio between the
Barletta[4] with reference to power law fluids. Among the NU-Grashof number Gr and the Reynolds number Re, as well as the
merical studies about mixed convection in vertical annular ducigtio between the inner radius and the outer radius of the duct. To
Aung et al.[5] have considered the entrance region for the case @ifistrate the general solution, two particular cases are considered:
a fluid with temperature variable properties, while Tsou and Gajist, the case of an annular duct with the outer wall isothermal
[6] have analyzed how important changes of the fluid propertigsd the inner wall half adiabatic and half subjected to a uniform
may influence the temperature field, the Nusselt number, and #at flux distribution. Then, the opposite case of an annulus with
friction factor in the case of low wall heating rates. It must bgnhe inner wall isothermal and the outer wall half adiabatic and half
pointed out that most of the studies on mixed convection refer &bjected to a uniform heat flux distribution is analyzed. Finally,
axisymmetric boundary conditions even if, in practice, this ifpr both cases, the threshold values of the ratio Gr/Re for the onset

sometimes a nonrealistic assumption. In fact, there are sevejpkiow reversal are determined as a function of the duct aspect
technical cases in which the duct wall temperature and the duygtio.

wall heat flux depend on the azimuthal angular coordinate. In the

design of heat exchangers where special flow configurations sugschnical Interest of Buoyancy-Induced Flow with No
as cross flow occur, nonuniform circumferential wall temperaturg. i1 Fluid Heating

distributions arise. Moreover, absence of axial symmetry in the
thermal boundary conditions may occur in the thermal control of The class of thermal boundary conditions considered in the
ducts for transport of water, gas, or hydrocarbons that are partiafigesent paper include all of the cases such that the temperature
buried either in the soil or in a wall. With reference to the case éld does not change in the axial direction. This constraint implies
mixed convection in circular ducts, first Reynolfig] and later that, in the fully developed region, the heat transfer in the fluid is
Choi and Chofi8] have considered thermal boundary conditiongue to pure conduction and no convection in the streamwise di-
that do not fulfill axial symmetry. Recently, Barletta et[8l] have rection occurs. Several authoi4,11-15]have analyzed mixed
analytically studied the free and forced convection in a vertic§Phvection problems under the same constraint. Obviously, the
tube subjected to a wall temperature that is uniform along tHéactical interest of thermal boundary conditions that do not yield
axial direction and is an arbitrary function of the angular coord® net fluid heating in the streamwise direction does not rely on the
nate. With reference to annular ducts, Sutherland and K89 po§5|b|I|ty to enhange the heat transfer pf the flqld. In fact,. if the
have studied the forced convection regime for either laminar #pid does not experience a net streamwise heating or cooling, the
turbulent flow. They considered wall heat flux distributions thdteat transfer coefficient coincides with that of pure conduction.
are uniform in the axial direction but nonaxisymmetric. However, even if the buoyancy does not influence the fluid tem-

In the present paper, the fully developed and steady-state |a,|g_¢_ra_ture_ distribution, it can significantly_ changc_a both the velocity
distribution and the value of the Fanning friction factor. Strong

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF modifications O.f the: velocity d|str|but|on OCCU_I’ Wh(:.'\n flow reversal
HEAT TRANSFER Manuscript received November 13, 2004; revision received Ncpheno.mena arise, 1.e., When. there eXI§t regions in the duct where
vember 25, 2004. Review conducted by: V. Dhir. the fluid velocity has a direction opposite to the mean flow. Under
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conditions of flow reversal, the influence of buoyancy on the X
value of the friction factor can be very important. In these cases
the head loss in the duct becomes quite different from that evalt
ated for isothermal flow. This effect has been pointed out, fo
instance, if4] with reference to an annular duct with axisymmet-
ric thermal boundary conditions and ji5] with reference to a
rectangular duct. Buoyancy-induced changes of head losses
ducts can have interesting applications in the regulation of flov
rates in ducts. Indeed, by adjusting the thermal boundary cond
tions of the fluid, and hence the buoyancy effect, one can increa:
or decrease the head loss in the duct, thus producing a “therm
pump” behavior, if head losses decrease, or a “thermal valve’
behavior, if head losses increase. \l/
A

With reference to Fig. 1, let us consider a vertical duct with
annular cross section. Let the inner and outer radiuse®, snd
R,, respectively. The steady-state laminar flow of a Newtoniar
fluid is considered. Moreover, let the flow be parallel to the
X-axis, so that the velocity vectod can be expressed dd
=UX. By employing the Boussinesq approximatidhjs a sole-
noidal field and, as a consequengd/dX= 0. Therefore, the flow
is fully developed andJ =U(R, ).

If a linear equation of state is considered and the average flui
temperaturel in a duct cross section is chosen as the referenc
temperaturd16], the momentum balance equations aldfgR,
andJ can be written as

|
|
|
|
|
|
|
Description of the Problem -_—— =] —
|
|
|

P ot U 14U 1 4°U o
T x eI T u G T RGR T RE 997) T

1) —_.

LI 2
JR @)
L, 3

__% , ()

where pg is the fluid mass density evaluated for=T,, and P ;
=p+e9Xis the difference between the pressure and the hydrc |
static pressure. Equatiof®) and(3) show thatP depends only on A-A
X.
Let the thermal boundary conditions be such that there isnonet  Fig. 1 Vertical annular duct and coordinate axes
fluid heating in the axial direction, i.edT/dX=0. Therefore,T
=T(R,d), so that both the reference temperatligeand dP/dX
result to be constants.
If one considers the effect of viscous dissipation as negligiblgh Eq. (7), U, is the average velocity in a duct section akd is
one can write the energy balance equation as a reference temperature difference. Obviously, sinte
PT 19T 1 0T =U(R,?), Uy is a constant. Let us assumd to be a positive

+—— 4 ———=0. (4) quantity, so that positive values of Gr/Re imply positive values of
JR? " RIR R 997 U, (upward flow), while negative values of Gr/Re imply negative
Equations(1) and (4) can be written in the following dimension- values ofU, (downward flow).
less form: The dimensionless no-slip conditions at the walls are
Gr u 1ou 1 ¢4 u(y,?)=0, u(1,9)=0. (8)

—t+ N+ 41— y)?| =5+ - —+ = —=| =0, (5)
Re gt roar o r? a9 Finally, if one writes the expressions @ and U, in a dimen-
2t 1ot 1 o4 sionless form, one obtains the following constraints on the dimen-

-y sionless fieldg(r,) andu(r,9):
a2 Tt (©) (r.9) (r.9)

2m 1
where j dﬁf drtr=0, 9)
T U o
= TAT u=——, 2m 1
AT U
0 f dﬂj drur=m(1—?). (10)
R R, 4(R,—Ry)? dP 0 Y
"R TR N T a0, X
2 2 Ko Analytical Solution
Re:Z(Rz— R)Uq Gre 89BAT(R,—Ry)® ) As shown by Eqs(5) and (6), one can first determine the di-
v ' V2 ' mensionless temperature field and then the dimensionless velocity
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field. Moreover, since the functiot(r,?) is continuous fory * dh, 1dh, n?
<r<1 and C=9J<2m, it can be expanded as a Fourier series +2 [ 1-7y) ( + " _2hn>
with respect to the variablé, as follows: n=1 rdr r

1

Gr W m@),—n
(rcognd)]. +Z@(B” r"+B;r ") [cognd)=0. (18)

ag(r)
t(r,9)=
2
(11) Moreover, by substituting Eq17) in Eg. (8), one obtains

If one substitutes Eq11) in Eq. (6), one has co(y) * . -
> +nzl [cn(p)sin(nd) +hp(y)cognd)]=0,  (19)

©

1 dzao 1 day d’a, 1da, n? )
2laz Ty dr) ,Z e T T gr pzaa/sinng) 1 &
= c
o Ldb r °T+Zl [c,(1)sin(nd)+h,(1)cognd)]=0. (20)
“
( 2”+——n——2bn)cos{nﬂ) = (12 .
dre " rodr v The unknown functiongy(r), c,(r), and h,(r) can be deter-

The unknown functioray(r) can be determined by means of Eqsrnlned by multiplying Eqs(18)-(20), respectively, by 1, sind),

(9) and(12). In fact, if one integrates EL2) with respect to in and cos(n#), wherem is an arbitrary positive integer, and then

the rangd0,27] and then takes into account the constraint give htegr?r:mg Wltlht resio?_ct td) Ifnt the rangf[p ?77] E’y employw;)% .
by Eq.(9). one obtains e orthogonality relations of trigonometric functions, one obtains

the following expressions:
2(1-9%)

—————Inr+
1—72+2yzlny|nr 1|A, (13)

ap(r)=

co(r)=1(1-r?Iny

1-y)| 2 —-A er
( Y9 ‘Re
whereA, is an integration constant. Gr

On the other hand, the unknown functicagr) andb,(r) can +2921In 7(2>\+Ao—”
be determined by multiplying Eq12), respectively, by sinf9)
and cos(n¥), wherem is an arbitrary positive integer, and then
integrating with respect td in the rangg0,2]. By employing —(1—yA)Inr
the orthogonality relations of trigopnometric functions, one obtains
the following expressions:

Gr
<1—yz>(2x—AoR—e)

|

Gr
+2Iny 272)\+A0R—er2

an(n=AMrn+ A@r-n, (14)
ba(r)=BMrn+B@r 1, (15) X[16Iny(1=y»*(1-y*+29y*Iny)]™"  (21)

where A | A B andB(? are integration constants. By

ex(1) = o { (1= ) AD(2— ) (1- 1)+ 4AZ 2 In 4]
means of Eqs(13)—(15), Eq.(11) becomes ! Re 1 1

% _ (2)p2/1 _ -2 _ 3 -1
2(1—9?) Ao AP (1-y)Inr}[32r(1- 93 (y+ 1] L (22)
t(r,9=|———5=>—Inr+1|—+ Abyn
( ) 1*’)/2+2’)/2|n’)/ 2 ngl [( ! Gr (1) 2n 2 2n 2
N N en(1) = ggtAP (=D (1-r?) = ¥*"(1-¥?)
+APr=msin(n®)+ (BYr"+B@r " cognd)],
(16) H(yN2(r2=y) 1+ AP (N+ [ ¥ 2+ 12(1- 9"
which represents the dimensionless temperature distribution in a —r2(1— A IXx[16r"(n?—1)(1— y)?(1—y*M ]t
duct section. The integration constants that appear inHj.are
determined by the thermal boundary conditions. for n>1, (23)
The dimensionless velocity distribution can be obtained in a Gr
similar way. In fact, the functiom(r,®) is continuous fory<r hy(r)= —{(1-r?)[BM(r2— y?)(1— y?)+4B?y?In y]
<1 and O<9<27, so that it can be expanded as a Fourier series Re
with respect to the variablé, as follows —4B(12)r2(1— ¥?)In ri[32r(1— W3y+ 1)1 (24)
Gr
u(r 19)— n(r)sin(nd) +hy(r)cognd)]. hn(r)=R—e{Bg“(n—l)[rZ”(l—rz)—yZ”(l—yz)
17)

+(y0)2(r2 =y 1+ BP(n+1)[ y*"— ¥ +1r3(1— ")
—r2(1— ) }X[16r"(n2—1)(1— y)2(1— y*" ]!
for n>1. (25)

By substituting Eqs(16) and (17) in Eq. (5), one obtains

d co 1dcy) A
—( —7)? aZ vl a2
Then, Eq.(10) can be used in order to determine the value of the

@Er 2(1-9% Inr+1 parameteir. Indeed, Egs(10), (17), and(21) yield
8 Re|1—9°+29%Iny Gr
o @c. 1de. n? A=AD(y)+ R—e)\(z)(Y)on (26)
ML S L
2 [ IS r drr2" where
1 Gr 32A1-y)%Iny
Z Z(A@)n (2)p =1y | g (1) =
+ 4 Re(An r +An r ) Sln(n13) A (7) 1— '}’2+(1+')’2)|n ,yv (27)
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2(1- 9%+ (1—¥*—4¥*Iny)ny - !
(1= 7+ 277 P[1= P+ 1+ Dy 20

On account of Eqg17)and(21)—-(28), the dimensionless velocity
distribution can be expressed as

)\(2)(7): )

Gr
u(r,ﬂ):u(l)(r)+R—eu(z)(r,ﬁ), (29)

where
2[(1=r?)In y—(1—y?)Inr]
1—y?*+(1+9%)Iny
uB(r,9)=Ao{(1-y?)[1-y*~4r’(1—*)—4r’Iny
+4y*Iny(1-rH)]Inr—(1-r?)(1-49*+3y* |
—47* I y)n 9} x{64(1-»)* (1= ¥*+2¥*Iny) |

“ Fig. 2 First example: section of the annular duct with pre-
X[1—9?+(1+ y?)In 7]}*14_ 2 [Cn(r)sin(nd) scribed thermal boundary conditions
n=1

uB(r)= (30)

+H,(r)cognd)]. (31)

In Bq. (31), Cy(r) andHn(r) are given by tribution. On the other hand, the dimensionless velocity distribu-
Re Re tion, the dimensionless pressure drop parameteand the Fan-
Ca(n) =g (M), Ha(r)= 5 (). (32) ning friction factorf depend on Gr/Re.
In the following sections, the general solution obtained above

It can be observed that the tewf)(r) represents the dimension-will be applied to a couple of special cases. In particular, the
less velocity distribution for the forced convection regime. In facgxamples refer to thermal boundary conditions in which one wall
on account of Eqs(29)—(32), in the limit of forced convection, is isothermal and the other wall is half adiabatic and half sub-
i.e., for Gr/Re—0u(r,d) tends tou™)(r). Moreover, let us de- jected to a uniform heat flux distribution.
fine a modified dimensionless velocity (r,9) as

vU(R,9) First Example
10BAT(R_RZ (33) , . .
49BAT(R;—Ry) With reference to Fig. 2, let us consider the case of an annular
Then, it can be observed that the tet?)(r,9) represents the duct with the outer wall isothermal and the inner wall half adia-

modified dimensionless velocity distribution for the natural corf2atic and half subjected to a uniform inward heat flux distribution.
vection regime. In fact, on account of Eq29)—(33), in the limit 1 he thermal boundary conditions can be expressed as

Re
u*(r,ﬁ)=au(r,ﬁ)=

of purely buoyancy-driven flow, i.e., for Gr/Rex, u*(r,?9) JT O
tends tou®(r, 9). R = FO), (39)
As is well known, the Fanning friction factdris defined as R=R,
. 27, a4 T(Ry, 9) =Ty, (40)
B o0oUg’ (34) whereq,, is a positive arbitrary inward heat flux at the inner wall,

T, is a positive arbitrary temperature at the outer wall, Bfd)

where the average wall shear stregsis given by is a step function defined as

279y 29U .
Tw= - le - dﬂ—sz — do|. F(9)=0 if 0<d<mr,
27T(R1+R2) 0 JR R=R 0 IR R-R .
' > (@) F(9)=1 if m<d<2m. (41)
. By defining the quantitie
By means of Egs(7), (34) and(35), one obtains y defining the quantities
R To—T
2(1—vy) 27 Ju 27 Ju AT= lqwl t,= w 0‘ 42)
fRe=————|y| —| do—[ — d¥|. (36) K AT
71+ "o arf _, o Il _,

on account of Eq97) and(42), Egs.(39) and(40) can be written
If one integrates both sides of E¢h) with respect ta andd on in the following dimensionless form:
the whole annular cross section, one is led to the expression

2w Ju 27 au - (9_r = F(ﬂ)v (43)

ANm(l+y)+4(1—1y) —'yf ar dﬂ+f F dﬁ)—O. r=y

0 r=y 0 r=1 (37) t(1,9) =t,,. (44)
Equations(36) and (37) yield the relation Equations(16), (43), and(44) yield

2 2
N __¥(1=y"+297Iny)

f Re=2. (38) Ao 2(1—v?) ’ (45)
To summarize, the solution obtained in this section shows that the A(l):[l_ (=DMyH'" A@ = _ pA(®) (46)
buoyancy forces do not affect the dimensionless temperature dis- n n?m(1+y?") n n
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B(V=0=B{?, (47) It can be observed that, for upward flow, there exists a positive
real number (Gr/Rek,, such that flow reversal occurs when
Ao Gr/Re>(Gr/Rejg,p- As can be easily verified by plotting the di-
tw:?- (48)  mensionless temperature distributign, %) for a fixed value ofy,
) ) the fluid is hotter close to the internal wall, fétr=3%/2, and
On account of Eqs(16) and (45)—(47), the dimensionless tem- copler close to the external wall, fod= /2. Therefore, for
perature distribution is Gr/Re=(Gr/Re)g,,, the first derivative olu(r, ) evaluated for

y 2921 y r=1 andd= /2 vanishes, so that
t(r,ﬁ)=*z 1+2Inr+ 1y
Gr du® au? -1
B Ei [1-r2@n=1)]2 s (2n—1) 9] (49) R_e) B TE (T ) . (51)
P (2n—l)2r2”71[1+72(2”71)] - FRup =1 r=19=m=/2

On the other hand, as a consequence of E2f—(25),(31),(32),  Similarly, for downward flow, flow reversal occurs when Gr/Re
and(45)—(47), the buoyancy-induced dimensionless velocity ter (Gr/Re)g,, Where

u® can be easily evaluated.
On account of Egs(26)—(28), (38), and(45), one obtains the
following expression of the Fanning friction factor: (9)
16(1— y)2In y Re/ traw
1—%°+(1+99)Iny
Gr y[2(1-99)%+(1-4y*In y—y")In y]
" Re  16(1-)%+(1-99)Iny]

du®
dr

ﬁu(z)
isa
=Y

-1

) . (52
r=y,9=37/2

f Re=

Obviously, (Gr/Re)rqw IS @ negative real number. By means of
(50) Egs. (51) and (52), one can evaluate both (Gr/Rg), and
(Gr/Re)kgqw, Namely,

Gr _2(1-9"+2Iny) Y{1—y*+44%Iny] Y(B=9Y)(1—9)?+2 In y(1+2y?—39*+49*In y)]
Re FRup_1—72+(1+72)|n7X 8m(1—y)%(1+y)(1+v%) 1281 7)%(1+y)[1-¥y*+(1+97)Iny]

o P (n= 1)y ]+ 2Bl
YA Y n(n—1)(2n—1)(7"— ¥ ’ (53)
Gr B 2(1*y2+2y2|n V) 72(3*4'yz+'y4+4|ny) 1*5'yz+7'y4*3y672y2|n y(3*2'yzf'y4+4|n7)
R_e)FRdW‘ VI-Y+(1+y)Iny] 7| 87(1— )31+ n(1++D) 1281 7)3(y+ D[1— ¥+ (1+)Iny]
1 * n(n_l),y2(l+4n)_n76+ 72(1+2n)[1+4n(n_1)(1_,)/2)] -1
P Y A= D2n- 127~ /) | &9

Since the series that appear in E¢583) and (54) have a fast  Moreover, on account of E¢50), one can conclude that nega-

convergence, the values of (Gr/lRg), and (Gr/Rejrqy can be tive values of the dimensionless pressure drop parameded of

determined with six-digit accuracy by means of less than 530Re can hardly be reached. In fact, one can conclude that in order

terms. In Table 1, the values of (Gr/Rg),and (Gr/Rejgqyare to obtain A<0 (and f Re<0), one should consider values of

reported for some values of Gr/Re greater than 7000, i.e., values exceedingly high, probably
A drawing of the regions of flow reversal in the plagg Gr/ characterized by flow instability.

Re) is given in Fig. 3. It can be easily proved that, either for

upward flow or downward flow, both in the limiting cage—0

and in the limiting casey— 1, the threshold values (Gr/Rg),

and (Gr/Re)rqw tend to infinity, i.e., flow reversal never occurs. 4000

Gr/Re
flow reversal

. X 2000 (upward flow)
Table 1 First example: threshold values of the ratio Gr ~ /Re for —/
the onset of flow reversal

no flow reversal

¥ (Gr/Re}R up (Gr/RekR dw 0

0.1 312951 ~1797.14 /' e
0.2 1463.78 ~771.415 .

0.3 970.208 ~505.825 2000 Bl

0.4 775.387 ~410.277

0.5 710.355 ~384.613

0.6 732.284 ~406.222 -4000

0.7 849.159 481876 5 0.2 5.2 5.8 %8 i
0.8 114249 —661.746 Y

0.9 2082.91 ~1228.95

Fig. 3 Flow reversal regions as a function of y
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i\

Fig. 5 Second example: section of the annular duct with pre-
scribed thermal boundary conditions

Fig. 4 Three-dimensional plot of the dimensionless velocity 1- 72+2 Iny
distribution  u(r, ), for y=0.5 and G/ Re=1500 W= (63)

On account of Egs(16) and (60)—(62), the dimensionless tem-
perature distribution is

In Fig. 4, the dimensionless velocity distributiafr, ) is plot- 1 2y%Iny
ted for y=0.5 and Gr/Re=1500, i.e., for the case of upward flow. t(r,9)= i 1+2Inr+ 1= 7
The figure reveals that, for the considered value of Gr/Re, which 4
is greater than (Gr/Rﬂ;ug, strong deformations V\_/ith respect to 2= [r2@n=1)_ 20— Dsin (2n—1) 9]
the isothermal velocity distribution occur. In particular, negative - T ST
values ofu are present in the region where the fluid is codfeaw Thn=1 (2n—1)r [1+y ]
reversal). (64)

By employing Egs.(22)-(25), (31), (32), and (60)-(62), the
Second Example buoyancy-induced dimensionless velocity teuf? can be easily

optained.

Let us consider an annular duct with the inner wall isotherma
and the outer wall half adiabatic and half subjected to a uniformr'%sfﬁczggs%%?grngeg?\jeiqge)_(28)‘ (38), and(60), the Fan-

inward heat flux distributiorisee Fig. 5). The thermal boundary

conditions are expressed as 16(1—y)2In y
T(Ry, 8) =Ty, (55) f Re:l—72+(1+ Y2y
aT q Gr2(1—y»)?+(1-4%*Iny—yYIn y
R =?WF(1?). (56) R 1B (I AT =] (65)
R=R, e g(1-y)°+(1=y)Iny]
By defining the quantities As in the example discussed in the preceding section, for upward
R To_T flow, there exists a positive real number (Gr/Rg) such that
_ Rolw __w_ 0 flow reversal occurs when Gr/R€Gr/Re)g,,- On account of
AT . , (57) - p
k AT Eq. (29), one obtains
on account of Eq97) and(57), Egs.(55) and(56) can be written Gr du® Ju@ 1
in the following dimensionless form: _ = ) (66)
Re dr | _\ or |
t(‘)/, ﬁ):th (58) FRup r=y,9=mul2
ot Moreover, for downward flow, there exists a negative real number
— =F(9). (59) (Gr/Reé)gqgy such that flow reversal occurs when Gr/Re
i _, <(Gr/Re)rqw- Indeed, for Gr/Re=(Gr/Reyqw, the first deriva-
Equations(16), (58), and(59) yield :II’\]/;‘. of u(r,d), evaluated for=1 and 9=3w/2, vanishes, so
1-9y*+29%In
Ao:y—yzy‘ (60) Gr du(® @ -1
2(1-v%) (_) - (_ ) (67)
_ __a\n Re FRdw dr =1 or r=1,9=37n/2
1 1+( 1) 2 2 1
A=, A== A, (61) i
" onta(14+ ") n n By employing Eqs(66) and (67), the threshold values of Gr/Re
D) n@) for the onset of flow reversal in the case of upward flow and
By ’'=B;’=0, (62)  downward flow are, respectively, given by
Journal of Heat Transfer JUNE 2005, Vol. 127 / 611
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(Gr) 2(1—v*+29%Iny) [ 1—y*+4+°Iny 1-5y2+79*=395—242(3-2y*—y*+4Iny)Iny

& rryp ML=V (LN Y] 7| 87191+ y)(1+9) 128y(1- 7)*(1+y)[1- ¥’ +(1+¥)Inv]
e L s S )
Gr 2(1-y*+21Invy) 1-4y*+3y*—4y%Iny  3-79?+59y*— 5+ 2(1+2y2=39y*+49*Iny)In y
R_e) cray 1=+ (1+ )Ny X[ 8m(1- )1+ y)(1+9) 1281-7)%(1+y)[1— ¥+ (1++)iny]
TR TR A ke i gL LS B )

The series that appear in Eq$8) and (69) have a fast conver- dimensionless velocity profile occur. Namely, valuesudfigher
gence, so that 500 terms are usually enough to get six-digit activan 2 take place in the hotter parts of the duct, while negative
rate results. In Table 2, the values of (Gr/Rg)and (Gr/Re)rq, Values ofu are present close to the cooler parts of the Wfédiv
are reported for some values ¢f reversal).

In Fig. 6, a drawing of the flow reversal states in the Gr/Re)
plane is presented. This figure reveals that flow reversal condi-

tions are gained for values ¢&r/Rdgg that become smaller ag 0
decreases. In Fig. 7, the states with negative valuas(ahd, as a Gr/Re
consequence, also 6Re) are represented in the plane Gr/Re). -1000
This figure shows that negative values ©fmay occur fory
<0.5. -2000
In Fig. 8, the dimensionless velocity distributiafr, ) is plot- >0

ted for y=0.5 and Gr/Re=500, i.e., for a case of upward flow. -3000
The figure shows that, for the considered value of Gr/Re, which i 2<0
greater than (Gr/Regy,, strong deformations of the Poiseuille -4000

5000

0 0.2 0.4 0.6 08 vy 1

Table 2 Second example: threshold values of the ratio Gr  /Re

for the onset of flow reversal Fig. 7 Regions of positive and /or negative values of the di-

y (GI/Rekrup (GI/RE)R aw mensionless pressure drop parameter N\

0.1 152.095 —93.6228

0.2 149.998 —100.664

0.3 165.379 —112.748

0.4 196.080 —132.594

0.5 248.029 —164.728

0.6 335.641 —218.069

0 o = o

0.9 1772.21 ~1081.46 .’ \

JA
Vi ¢ l' 4
///é l' / “ u(r, 9)
4000 p ’ 5
Gr/Re 5 : ')?//{///////ﬁé‘.'.%
2000 Gk W
Wl
0 no flow reversal 0.5 \\“\\.\ag/z ‘
\ =
e
-4000 |

0 0.2 0.4 0.6 0.8 ., 1
Fig. 8 Three-dimensional plot of the dimensionless velocity
Fig. 6 Flow reversal regions as a function of y distribution u(r,9), for ¥y=0.5 and Gr/ Re=500
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Conclusions

The steady laminar mixed convection of a Newtonian fluid in a
vertical annular duct subjected to nonaxisymmetric thermal
boundary conditions has been studied under the hypotheses of

U = fluid velocity, m/s

Uy = average velocity in a duct section, m/s
X = unit vector parallel to theX-axis

X axial coordinate, m

parallel and fully developed flow. The Boussinesq approximatidareek Symbols
has been employed and the effect of viscous dissipation has been 5 _

considered as negligible. The momentum and energy balance _
equations have been solved analytically by means of a Fourier 1 —
series method. Moreover, the dimensionless pressure drop param- 9 =
eter and the Fanning friction factor have been determined.
The solution shows that, except for the dimensionless tempera-, (1)
ture field, either the dimensionless velocity distribution or the di-
mensionless pressure drop parameter or the Fanning friction facto
are influenced by the buoyancy effect. Moreover, it has been
shown that for any given value of the duct aspect ratio, there

B = volumetric coefficient of thermal expansion; K
aspect ratio of the duct
reference temperature difference, K
angular coordinate, rad
N = dimensionless pressure drop
N = forced convection dimensionless pressure drop
?‘(2) = buoyancy-induced dimensionless pressure drop
p = dynamic viscosity, Pa s
= kinematic viscosity, f's

exists a threshold value of the ratio between the Grashof number € = mass density, kg/fn

and the Reynolds number for the onset of flow reversal. These o = mass density folf =T, kg/n?
threshold values have been evaluated analytically both for upward 7w = average wall shear stress, Pa
flow and for downward flow. Subscripts

Finally, the general solution has been applied to a couple of
special cases such that one wall is kept isothermal and the other
wall is half adiabatic and half subjected to a uniform inward heat
flux distribution. In particular, the second example refers to an
annular duct with an internal isothermal wall and an external wall
half adiabatic and half heated with a uniform heat flux. In this

1 = internal wall
2 = external wall
dw = downward flow
up = upward flow
FR = onset of flow reversal
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Particle Image Velocimetry Based
Measurement of Entropy
) | Production With Free Convection
. B. Adeyinka
e | Heat Transfer

G. F. Naterer

Professor Local entropy production rates are determined from a numerical and experimental study
of natural convection in an enclosure. Numerical predictions are obtained from a control-
Department of Mechanical and Industrial volume-based finite element formulation of the conservation equations and the Second
Engineering, Law. The experimental procedure combines methods of particle image velocimetry and
University of Manitoba, planar laser induced fluorescence for measured velocity and temperature fields in the
Winnipeg, Manitoba, R3T 2N2, Canada enclosure. An entropy based conversion algorithm in the measurement procedure is de-
veloped and compared with numerical predictions of free convection in the cavity. The
predicted and measured results show close agreement. A measurement uncertainty analy-
sis suggests that the algorithm postprocesses velocities (accurate withBP6) to give
entropy production data, which is accurate within8.77% near the wall. Results are
reported for free convection of air and water in a square cavity at various Rayleigh
numbers. The results provide measured data for tracking spatial variations of friction
irreversibility and local exergy losse$DOI: 10.1115/1.1863272

1 Introduction [5-9]. An analytical approach involves derivation of a functional
Free convection heat transfer in enclosures occurs in vari ression for the entropy generation in a thermofiuid process.

engineering systems. For example, cooling of microelectronic as_ir?irr?t)j:;erenna;rgf th'fogtréfité?]na}ls ?rfgrrlezzlt%rr]r’nnghb glﬁﬁé?hngzgsofl
semblies involves natural convection. Heating/ventilation iﬁ{ Py p ’ y
al

buildings, heat transfer between panes of glass in double-p eésvr:at\l/agrcgfgllut?(;al methods are often limited to simplified ge-
windows, solar collectors, and gas-filled cavities surrounding a ! y p g

nuclear reactor core are other examples. This paper considers {EE S Related advances in computational methods over the

practical significance of entropy production during free conve@-aSt few de_cades have cal_culated the_ entropy production, after
tion heat transfer. postprocessing of the predicted flow fields. Moore and Moore

: . 0,11]developed a numerical model of mean entropy production
_Although the phys_|cal processes of free convection have be%hturbulent flow. Based on this model, Drost and WHhifie?]
widely documented in the literature, fewer studies have consid- . . . .
ered the related importance of thermal irreversibilities in su redicted the local rate of entropy production assaciated with a

applications. A specified rate of heat transfer can be achieved, H{d Jetimpinging on a heated wall. Kramer-Be\gi8] presented_
a derivation of the time-averaged entropy production equation,

with varying levels of fluid irreversibilities, depending on the sur- ith a closure based on the small thermal turbulence model
face area and temperature difference across which heat tran¥¥é(5 : . _
ther numerical procedures have predicted entropy generation

occurs. For example, convective cooling of a microelectronic as- = . S ] . .
sU mixed convection in a vertical channel with transverse fin

sembly entails free convection from the heat sink, but pres Says[14], laminar and turbulent flow through a smooth duct
losses with forced convection occur with air flow past intern Y - . . U gh as .
5-18, radial flow in concentric cylindrical annuli with relative

components. In this instance, each unit of entropy prodyoed ; . ;
exergy destroyedleads to a corresponding unit of heat flowrOtatlon [19] and dlﬁqser geometrle@]. E.ntropy. bafsed model§
ave also been applied to optimization in applications involving

which is desired to be removed, but cannot be removed due tural convection in an inclined enclosy0,21], irreversibili-
entropy production. This entropy production leads to pressuE@ P

osses and ineic energy isspaie o el energy. whi 1% 021 o LI onvecton 1 ecangulr ity
works against the desired objective of component cooling. g cy

Previous studies have shown that numerical solutions involvirg 3]1'”': fg?r:]tqr::;ﬁr)irfhessuecﬁ?;t:;tu?é%sdctt?; ?:t%ir ?heevrzlt(: ps %\ﬁ;ﬁ'
free convection in an enclosure can be successfully obtained 9 P ’ y P

finite differences, finite volumes or finite elemerts—4]. The ing a useful tool for validating past numerical predictions.

- Although particle image velocimetr§PIV) and planar laser in-
buoyancy term depends on the local temperature, thereby reqalﬁ‘ed fluorescencéPLIF) techniques are conventional experi-

ing coupled solutions with the energy equation. Benchmark sol ; . o ; .

tions provide useful data regarding validation of predictive mode ental techniques, their appllca}tlon to entropy production a.”a'ys's

for variations of flow patterns and heat transfét. as not been developed previousgtp our knowledge). Unlike
é(ﬁlocity or temperature, the measurement of entropy production

In contrast to conservation equations, the Second Law of Th - ; .
modynamics involves an inequality. It offers a useful way of chaf:annot be performed directly, so algorithms for experimental post-

acterizing energy conversion through entropy production of ﬂugocessmg of measured quantities are needed. Past experimental

irreversibilities. It has been shown that the Second Law can se %/ r/1 tPsLloFf j::g(l;e.; gi‘éetgﬁgérgiggt%? ﬁ;tgﬁﬁli}zzldcgsgiﬁgi
to optimize the design of thermal, fluid, and energy syste X .
P g g9y sy 4,25]. Adeyinka and Nater¢®,26]show that postprocessing of

Contributed by the Heat Transfer Division of ASME for publication in teg- the spatial velocity gradients characterizes the flow irreversibili-

NAL OF HEAT TRANSFER Manuscript received April 1, 2004; revision received l1€S, while es_tab“Sh'ng entropy production as a derived experi-
November 23, 2004. Review conducted by: J. M. Khodadadi. mental quantity.
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Fig. 2 Definitions of finite element and control volume

In this paper, an experimental technique is developed for deriv-

ing entropy production data, particularly involving free convecypysical properties are considered as isotropic and independent of
tion heat transfer. Attention is focused on entropy production d'*t'@mperature, except density in the buoyancy term. Changes of
to fluid friction. The experimental study involves natural convegermal conductivity and specific heat with temperature over the
tion of water in a square cavity. This paper represents a study (@faively small temperature differences in this paper are consid-
whole-field, nonintrusive measurements for postprocessing of spaaq to have negligible impact on the predicted results.
tial entropy production ratedto our knowledge). The measured e temperatures of the hot and cold vertical walls Bend
data are compared to numerical simulations for verification puf- , respectively. The top and bottom walls are insulated. The
poses. The numerical solutions also provide certain quantitati§tion of the discrete equations for velocity, pressure, tempera-
information regarding detailed analysis of the measured entropyte and entropy is obtained with a control-volume finite element
produgtlgn f.'eld' . method (CVFEM) and a physical influence schentBINS) of
Optimization of thermofluid systems has been performed preyignyective upwinding27]. PINS obtains the integration point
pusly with various teqhnlques, i.¢i) estimation of the theoretical \51ue of the scalar by a local approximation of the governing
ideal operating conditions of a proposed desigalled EA: ex- gquations at the integration point. The upwinding procedure ac-
ergy analysis)(ii) minimization of the lost available work or en- .qnts for transient, pressure, and source terms, when calculating
tropy generation by design modificatioEGM: entropy genera- e convected variable at the integration point.
tion minimization. In this paper, the developed experimental A schematic of the finite element and control volume discreti-
technique of entropy production measurement would be useful jgiion is llustrated in Fig. 2. The domain is subdivided into linear,
both EA and EGM methods. In addition to measured data fof,aqrilateral finite elements. The grid is arranged in a collocated
validation of past predictive models, the entropy production dajganner, so that velocity components, pressure, temperature, and
could be used to determine local variations of exergy destructigiyopy are obtained at nodes located at every element corner. The
and energy availability losses. In this way, the diagnostic to@hite element model uses a loca,() coordinate system, when
would allow designers to target problem areas of thermofluid SYSalculating shape functions and other element prope(gies Fig.
tems, characterized by high entropy production. 2). A local numbering schem@anging from 1 to 4)is adopted
within each element, so the finite element equations can be devel-
2 Numerical Formulation oped locally and independently of the mesh configuration.

. . . . llowin nventional mbly pr re for the fini |-
Consider free convection within a square enclosure, as deplcteé:O owing a conventional assembly procedure for the finite e

in Fig. 1. It is assumed that the cavity is sufficiently wide in th&ments, the local node equations are assembled into the global

direction perpendicular to the plane of Fig. 1, so the buoyancsys‘tem of equations involving global nodes. This assembly proce-

induced fluid motion is considered to be two dimensional. THae yields a banded matrix of coefficients. A direct banded solver

conservation equations for steady, incompressible, laminar tvd8-used. to solve thisualgebr_aic"set of equations. An ent_ropy balance
dimensional flow of a Newtonian fluid can be expressed in tens't?r"’”D'O“ed over the “effective” control _volume, as defined by all
notation as followg27]: subvolumes from elements su_rrour_ldlng a particular node in the
mesh. Each element is subdivided into four sub-control volumes,
J with internal subcontrol-volume boundaries coincident with the
a—)(j(PUj)=0 (1) local coordinate surfaces defined b0 andt=0 (see Fig. 2).

Further details of the numerical formulation for the conservation

d p 9 au; and entropy transport equations are outlined in R&3-29.
S (Puu) == — -+ — | u— |+ (P po)Gi 2 The entropy balance for an open system may be written as
] 1 J ]
/ . dS JF;
d g [k aT P=—+—=0 4
— T=—| — — s ]
%, (puiT) %, (Cp axj) ®) at - ox

wherep is the density andi; and x; are the Cartesian velocity where the entropy per unit volume and entropy flux are given by

components and coordinate directions, respectively. Ajsis, the S=ps (5)
component of the gravity acceleration vector in shedirection.
The last term in Eq(2) represents the buoyancy force, accordin@nd

to the Boussinesq approximation. Variations of temperature affect q;

the change of density in the Boussinesq approximation of Bg. Fi=pujs+ T (6)
as the buoyancy term becomes the thermal expansion coefficient

multiplied by g; and the local temperature difference. Thermobsing the continuity equation, E¢4) can be rewritten as
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where D/Dt is the total (substantial)derivative andPg is the
entropy production rate. The specific entrogycan be expressed
in terms of temperature using the Gibbs equation. Equafign
represents the entropy transport equation. In this form, the rate of and T(x,y) Fields
entropy accumulation in the control volume is balanced by the net
convection of entropy, entropy transport associated with heat flow
and a non-negative entropy production. When combined with the
Gibbs equation, the entropy transport equation provides a way of
calculating the local entropy generation.
Alternatively, the entropy production can be computed bl
. k [T 0T ,uq)> ) |
s=T2 7%, % - =0 (8) Fig. 3 Test Cell (B=H=39 mm; D=59 mm)

. Inlet (T, Il
p, e Measurement B D nlet (T, wall)
Outlet

Measured v(x,y)

Plexiglass Walls

where® is the viscous dissipation arising from velocity gradients

in the fluid motion. In Eq(8), Fourier's Law has been used for the(Rhodamine B), tracer particles for PI$ um polyamide par-
_thermal_term, whileb can be expanded in terms of spatial velocﬂdes), and charge coupled devid€CD) cameras (Dantec
ity gradients. - _ . HiSense cameras, 1280024 pixels, 24 bit). The camera and
Based on these models, E@) becomes a positive definite jnage capturing systems detect particle images and fluorescent
expression for the entropy generation rate, since it can be §xrages successively at two different instants. The wavelength of
pressed as a sum of squared terms. It must balance the expresgi@ntjyorescence emitted from the PLIF dye is longer than the
determined from the transient entropy derivative and entropy flyayelength of the reflected laser light. An optical filter is attached
in Eq. (4). In the following section, local entropy production rate$, the front of the camera for the florescence image to cut off
will be measured based on the positive definite formulation of Egaflacted light from the PIV particles. The camera operated at 30
(8). These measurements will be obtained with combined PIV apg *\yhile permitting measurements of about 20 frames per sec-
PLIF. ond. The temperatures were recorded after steady-state conditions
were reached in both velocity and temperature fields. Temporal
3 Experimental Design and Measurement Procedure uncertainties were considered to have unnoticeable effects on the
Flow irreversibilities can be measured indirectly from spatia grahseursgyelgitsh number was controlled by adjusting fluid tem-
gradients of velocity in the positive-definite equation of entropyeratres into the aluminum heat exchanger sidewalls. The test
production, Eq.(8). Experimental techniques involving PIV and.q| cross section (3989 mm) was designed for laminar free
PLIF methods offer certain advantages over standard methOd%SEvection. The test cell depth is 59 mm. Heat losses from front
anemometry for entropy related experimental analj8. They  anqg pack sides of the cavity may lead to velocity variations in the
provide a whole-field method, while allowing nonintrusive anci direction. However, the depth was designed to minimize these
time-varying measurements of the instantaneous velocity and tejfffee_dimensional variations of thermal and flow fields along the
perature fields. This §ection addresses a negd to gain physical dde of symmetr§31]. Two holes on the top walls were needed
regarding the detailed structure of available energy I0SSgSfi and drain the liquid during experiments. Water at a known
throughout a flow field. Since the PIV and PLIF techniques Prmperature was circulated between each aluminum heat ex-
vide whole-field data regarding the velocity and temperatugg, nger from two NESLAB temperature battRTE140 bath/
fields, these methods can address the objective by measuring lQﬁfgulator). The temperature difference between the inlet and out-
variations of the entropy production rates. let of the aluminum cross-flow exchanger was approximately
In planar laser induced fluorescence, molecules and atoms egec_ |n the flow loop, the cooling water was circulated by a
light in a de-excitation process induced by absorption of a phot%mp between the water and heat exchangers. The temperature of
of higher energy. The local fluorescence intendityyaries with o outer surface of the aluminum heat exchanger was approxi-

intensity of excitation light|., concentration of the fluorescentmate|y equal to the temperature of the circulating water.
dye, C, quantum efficiency as a function of temperatupe.and

the molar absorptivityg, i.e.:
I=fl,eCeh(T) Q)

where f is a factor corresponding to the optical setup. For a
known concentration and excitation energy, the quantum energy
decreases with higher temperatures. This dependence is the basis
for PLIF temperature measurements. The temperature is deter-
mined from Eq.(9) as follows:

Al
fl,eCAd

The experimental setup involved planar laser induced fluores-
cence for measurering temperatures within the test cell, as well as
particle image velocimetry for velocity measureme(sse Figs. 3
and 4). The test cell was assembled with front, back, top, and
bottom plexiglass walls and heat exchangers controlling the side-

T=Ter= (10)

Host

wall temperatures. Computer
The optical configuration for the PIV/PLIF setup consists of a Pracessar
light source[New Wave gemini Nd: yttritium-aluminum-garnet
(YAG) pulsed laser], light sheet optics, fluorescent dye for PLIF Fig. 4 Experimental setup
616 / Vol. 127, JUNE 2005 Transactions of the ASME
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1770 - tion are determined by spatial differencing of E&) over the

" L5 Micrograms discrete grid. Letu(i,j) andv(i,j) denote the velocity vector
¢ 2.5 Micrograms components at grid position,{). Equation(8) yields the follow-
4 5,0 Micrograms ing representation of the entropy production rate for two-
x 10 Micrograms dimensional flows:
1470 15 Micrograms b_ kK [TGa+1))—-T{—-1,))]?
3 ST, )2 Ax
<
< k [Tj+D-TG,j-D]?
z T’ Ay
1170 - w o [uGij+D—u(i,j-1) vi+1j)—v(i—1j)]2
.\\\1 TTED Ay * Ax
u(i+1,j)—u(i—1,j)]?
PSS (i+1j)—ui—1j)
\ (i) Ax
H——.*.__.; -+
870 ' ' | o(i,j+1)—v(ij-D?
5 15 25 35 + Ay ] (12)

(o)
Temperature ("C) In Eq.(12), Ax andAy refer to the PIV grid spacing in theand

y directions, respectively. In this paper, thermophysical properties

Fig. 5 Gray values in PLIF measurements -
are assumed to be uniform.

_ Calibration experiments for the PLIF method were performed Results and Discussion

in the cavity. Distilled water was circulated and seeded with a . . o

solution of Rhodamine B at a known concentration and tempera-Accuracy of the numerical formulation of predicting entropy
ture. The cavity was illuminated from above at the vertical plarfgoduction in this study has been tested previously with problems
of symmetry by a Nd:YAG pulsed laser. A Dantec Hisense ccfivolving both heat transfer and fluid flo[/@,26,28]_. In this sec-
camera captured the sequence of image maps. The first step inttpfe: the algorithm is applied to a natural convection problem and
calibration procedure is to find the optimal concentration resultifMPared with benchmark dfta] and measured data. Water was
in the maximum temperature resolution with low absorption phéiSed as the working fluid in the experiments, while air was used in
nomena. The variations of gray values at various concentrati numerical simulations for benchmarking purposes. The
levels are shown in Fig. Bnote: spatial gradient of gray value CVFEM formulation is validated for the velocity and temperature

with temperature represents the PLIF resolutidine correspond- data of de Vahl Davies.and thg entropy productio.n result; obtained
ing absorptionA is calculated from for the natural convection of air are compared with previous stud-

. ies. Figure 6 shows predicted velocity and isotherm patterns for
A=ernod (11)  Rayleigh numbers of £0 10%, 1%, and 16. The velocity vectors

where 7gnoqis the extinction coefficient of Rhodamine B in water@® Shown on a 4040 grid for easy visualization. The flow struc-
and| is the optical path length. In Fig. 5, The temperature res&'® shows close agreement with contour maps obtained in previ-
lution is maximum for a concentration of }&/L. The final cali- OUS studieg1]. - o _

bration used approximately 89% of the concentration at which theAt Iow Rayleigh numbers in Fig. 6, the flow is nearly sym-

slope of the temperature vs. intensity resolution graph is maxnetrical about the center point. As the Rayleigh number increases,

mum, i.e., @=0.89XC,,,=13.5 ug/L. Fhe recirculation becomes more elliptical and eventually separates

The calibration maps the response at every pixel of the camdff0 two zones at Ra#(°. The boundary layer becomes thinner,
to varying temperature, laser energy levels and concentratid¥jth the recirculation zones moving closer to the wall at Ra
Equation(10) is then used to determine the response of the carf-10°. The temperature profile is nearly linear at the lowest Ray-
era to temperature and laser energy. Values of temperature at thigh number (18). As the Rayleigh number increases, convec-
crete locations in the measurement domain are obtained using tise becomes increasingly significant and the profiles show a pro-
calibration map. The PLIF softwar@antec Dynamicsused in gressive departure from linearity. The contours flatten as Ra
this study includes several methods for advanced analysis of ihereases, with the highest temperature gradients closer to the
PLIF results. Statistical averages are available to establish wholeall. This characteristic arises due to increasing vertical
field statistics on the LIF data acquired. Optimization methods agioyancy-induced motion of the fluid.
used to enhance the signal to noise ratio and precision, therebyredictions of the average Nusselt number, maximum horizon-
giving an absolute temperature accuracy+dd.6°C. tal velocity on the vertical midpland) ., and the maximum

A single CCD camera was used to capture both PLIF and PMertical velocity in the horizontal midplane of the caviW,.x,
images. The optical filters for each measurement were switchedatad their locations are given in Table 1 for Rayleigh numbers of
permit sequential measurements. The PIV images were postpt6?, 10, 10°, and 16 with the 80x80 grid. Thex andy coor-
cessed by a fast Fourier-transform based cross-correlation schelimates are normalized with respect to the cavity widthAlso,
(FlowManager, Dantec DynamicsThe 1280X1024 pixel PIV  the velocities are normalized by a diffusion velocity, ilé(c,L).
image plane of the camera was divided intox®2 pixel subre-  As illustrated in Fig. 7, convergence towards the same grid
gions with 50% overlap, in order to give a spatial resolution of 0.ihdependent value with the present numerical formulation and the
mm based on the whole cavity. The PIV processor was operatediimite difference formulation of de Vahl Davidd] can be ob-
a single frame mode with 100 ms delay time between successsarved when the mesh is refined. The grid size has been normal-
frames to yield optimal raw velocity data. The PLIF images weriged by the width of the cavity. The Nusselt number represents the
resampled by a calibration map with a spatial resolution correatio of the heat flux across the cavity to the heat flux that would
sponding to the velocity map. result from pure conduction. Since the formulation is conserva-

The measured velocity vectors are displayed by the PIV sofive, the heat flux across the cavity was determined as the average
ware over a discrete grid. Then, the local rates of entropy produeeat flux at the hot and cold walls of the cavity. The calculation of

Journal of Heat Transfer JUNE 2005, Vol. 127 / 617

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N
IR

e
4

Fig. 6 Predicted temperatures and velocities at varying Rayleigh numbers

Nu is performed by finding temperature gradients at the subcon-
trol volume level for all boundary elements. In order to ascertain
the accuracy of the numerical formulation, velocity components
and temperatures are monitored at a reference locaxiet(2y Based on this extrapolation, the grid independent value and the
=0.4) and recorded for different grid sizes at Rayleigh Numbefsercentage error associated with each grid size were determined.
of 10%, 10%, and 18. The velocities and temperatures convergivhen these errors are plotted against the grid spacing on a loga-
towards the grid independent values as the mesh is refinedrithmic scale in Fig. 8, all curves indicate a slope of 2, thereby

Richardson extrapolation for second order schemes was used, saggesting second order accuracy of the numerical formulation.

1
b= i+ §(¢i*¢i—1) (13)

Table 1 Comparisons with benchmark solution of de Vahl Davis [1]
Upss | y-position Vo x-position | Nu

Ra=10’

Predicted 3.63068 0.8125 3.69075 0.175 1.12411

[Benchmark 3.649 0.813 3.697 0.178 1.118
Ra = 10°*

Predicted 16.2295 0.825 19.616 0.125 2.2527

Benchmark 16.178 0.823 19.617 0.119 2.243
Ra= 10’

iPredicted 35.1589 0.85 68.6567 0.0625 4.52037

Benchmark 34.73 0.855 68.59 0.066 4,519
Ra=10°

Predicted 64.805 0.85 220.016 0.0375 8.8312

[Benchmark 64.63 0.85 219.36 0.0379 8.8
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The flow field behavior as Ra increases shows close agreeme

with the benchmark solution of de Vahl Da\i4]. The results

presented for comparison purposes in the remaining figures we

obtained with the finest grid. —=2—Ra=10"

In Fig. 6 at higher Rayleigh numbers, the temperature field i 4
skewed about the center of the cavity with hot fluid drifting closer e~ Ra = 10
1t‘|0 the cold wall. The temperature field is flattened with the hottes Ra=10° /

uid at the top left region of the cavity. This temperature distri-
bution suggests an increasing magnitude of buoyancy effec
along the vertical cold surface of the enclosure. Stronger conves
tion closer to this wall leads to higher velocities. This observatior
is consistent with results obtained previously by Hamady ant
Lloyd [32]. Comparisons show similar temperature stratificatior
in both numerical and experimental data.

The predicted entropy generation due to friction irreversibilites ™7
at Rayleigh numbers of £Gand 16 (laminar regime; P+ 0.71) is 2
shown in Figs. 9(a39(b), respectively. The predicted results show *
close agreement with previous studies of Bay@i]. At the low Log (ax*)
Rayleigh number (Ra1(0®), the entire flow field contributes to L1
entropy production. But at Ral(?, these irreversibilities occur
predominantly near the sidewalls. Also, the maximum values Ogig. 8 Predicted temperatures and velocities at varying Ray-
cur near the center points along the sidewalls. At these locatiofesgh numbers
the near-wall velocities and their spatial gradients are highest,
while adverse pressure gradients contribute to flow deceleration
when the fluid approaches the corners of the cavity. (i.e., additional input power to maintain this differencg needed

At the low Rayleigh number (£, comparable entropy pro- to maintain a fixed rate of heat transfer between the fluid and wall.
duction rates are observed along both horizontal and verticalln the remaining figures, a second case of free convection is
walls, since comparable fluid accelerations are observed at thesasidered with a working fluid of water (P8.06). The hot and
locations. But higher buoyancy along the side walls leads twld walls are maintained at 20 and 10°C, respectively, thereby
greater differences of fluid acceleration and entropy productionyitlding a Rayleigh number of 5.3510°. Measurement uncer-
the higher Rayleigh number (90 Entropy production depends tainties of both velocity and entropy production data are outlined
on both temperature differen¢between wall and fluidand heat in the appendix.
transfer rate. Thus, higher entropy production is often undesirableThe spatial resolution of measurements was approximately 0.1
in free convection problems, since a higher temperature differenten, but measured velocities could be obtained within a distance

CH'OI)

<
Log (U
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Fig. 9 Predicted entropy production at Rayleigh numbers of (a) 10°% and (b) 10°

of 0.2 mm from the wall. The total measurement uncertainty dow of air at Pr=0.71, where the maximum U-velocity is closer
measured velocities was abott0.5% (see Appendix). Table 1 to the hot wall in the top corner of the cavity, the predicted and
indicates similar accuracy in the numerical analysis, as the meaeasured results in Fig. 10 (B.06; water)exhibit a maximum
sured velocities and Nusselt numbers generally agree withiflagnitude closer to the top corner of the cold wall. Buoyancy
= 1% of the benchmark solution at varying Rayleigh numbers. iiduced acceleration of fluid up the hot wall leads to an adverse
this regard, velocity errors appear to have similar effects on theessure gradient and velocity change, when the fluid is redirected
reported experimental and predicted rates of entropy productiohorizontally near that corner. This momentum exchange involves
Surface plots of U-velocity values across the entire cavity asebalance between fluid inertia and forces imparted by pressure,
shown in Fig. 10. These results also show close agreement bétion, and fluid buoyancy. The frictional resistance of the fluid
tween predicted and measured results. The maximum horizorafdng the wall increases, when the momentum diffusion rate ex-
velocity occurs near the top corner of the cold wall. Unlike fluidteeds the energy diffusion rate ¢Pt). This affects the overall

- U/Umax

(2)

Fig. 10 (a) Predicted and (b) measured U-velocities (Ra=5.35X10°, Pr=8.06)
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momentum balance on the fluid, thereby altering pressure gra y* 0.4 : ""0’8 0.9
ents near the top corners of the cavity and changing the trends 03 e T X*
maximum fluid velocity for air (P<1) and water (Prxt). Also, 0.2 '

the distance of this maximum velocity point from the wall

changes at different Prandtl numbers. Past similarity solutions gf, 13

Near-wall measured V-velocity (Ra=5.35X10°, Pr

free convection along a vertical wall have confirmed that the poinig o)

of maximum velocity moves closer to the wall at higher Prandtl

numbers(see Ref[27]).
Postprocessing of the measured velocity results yields the spa-

tial variation of entr_opy production throughout the caV|ty._ Figuréhe horizontal midplane. The peak values occur at the vertical

11 shows the predicted and measured entropy production algpgiis, corresponding to the locations of largest spatial gradients of
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Fig. 12 Near-wall measurements on horizontal mid-plane

=5.35%X108, Pr=8.06): (a) V-velocity (b) entropy production
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(Ra

velocity. The measured data properly indicate that entropy produc-
tion decreases to nearly zero at a point near the wall where the
velocity reaches a peak value. This occurs due to the zero gradient
of streamwise velocity, but a slight variation of cross-stream ve-
locity at that location yields some entropy production.

Then, entropy production increases to a local maximum and
decreases back to approximately zero at further distances from the
wall. The local peak value occurs past the local velocity peak,
where the decreasing velocity produces a relatively high entropy
production rate. In Fig. 10, the entropy production is a minimum
in the center of the cavity, where the stagnation point of the recir-
culation cell is observed. Experimental and predicted entropy pro-
duction rates agree closely except close to the wall, due to certain
limitations of PIV technology, i.e., camera resolution, particle
seeding, and light reflection issues. These limitations and other
uncertainties, including both bias and precision errors, lead to
about +0.5% accuracy of measured velocities ah8.77% ac-
curacy of resulting entropy production data near the wsde
Appendix).

Figures 12—14 show near-wall measurements of V-velocity and
entropy production in the midregion of the cavity at the cold wall.
In Fig. 12, the maximum velocity occurs close to the wall and
approaches zero near the midpoint of the cavity, due to the stag-
nation point of the recirculation cell. The measured maximum U
and V components of velocity are 0.611 mm/s and 1.69 mm/s,
respectively. The predicted maximum U and V components of
velocity are 0.632 mm/s and 1.89 mm/s, respectively. Although
efforts were taken to minimize heat losses from the top, bottom,
front, and backwalls, any losses may have affected thermal buoy-
ancy, thereby vyielding lower measured velocities, as compared
with the numerical predictions.

Close agreement between predicted and measured velocities
near the wall are important, since near-wall spatial gradients of
velocity are needed for the entropy production calculations. Al-
though PIV technology is limited by camera resolution and par-
ticle tracing of small-scale structures near the wall, the experi-
ments successfully measured velocity and derived entropy
production at very close proximity to the waslee Figs. 12(aand
12(b)). In particular, a resolution of 0.2 mm was achieved in the
wall region between 0.65x* <1 and 0.35sy* <0.7. Such near-
wall accuracy becomes particularly significant for turbulent flows.
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and temperatures are obtained with PIV and PLIF, respectively.
Postprocessing of these results entails spatial gradients of velocity,
which contribute to friction irreversibilities and entropy produc-
tion. An experimental apparatus is constructed with free convec-
tion of water between differentially heated walls of a square cav-
ity. A pulsed laser light sheet illuminates a cross-sectional plane of
the cavity, so that two-dimensional profiles of velocity and tem-
perature can be obtained. The peak value of entropy production
occurs at the wall. A local maximum is measured close to the wall,
due to a local velocity peak and zero spatial gradient of stream-
wise velocity component. The measurement procedure and data
have been successful in characterizing whole-field entropy pro-
duction rates. Such measurements provide a useful tool for evalu-
ating local exergy losses, thereby contributing to local redesign of
system components for higher overall energy efficiency.

Ps/Ps(ref)
- [=)]
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Fig. 14 Near-wall measured entropy production (Ra=5.35
X10°, Pr=8.06)
Nomenclature

] - ) ) ¢, = specific heatJ/kg K)

Since measured velocities with PIV are estimated over finite g — gravitational acceleration (n¥)s
grids, the statistical analysis of turbulence data is influenced by a k — thermal conductivityW/mK)
low-pass filter{33]. For this reason, conventional dissipation rate  , — pressurgPa)
approximations would be limited in conventional PIV data analy- R5 — Rayleigh Number gBATLY va
sis. Sheng et a[.34] viewed the resolution of finite scales by the  p. _ prandtl Number v/
PIV method, similarly to the large eddy simulation approach. The 5 ducti te (WK
authors have devised a large eddy PIV method to use full-field ~ 3 — entro_]E)_y prct> uc IJO/rll r?(e ( )
velocity data and estimate the dissipation rate. The large eddy PIV ? _ ?pem ic entropy(J/kg K)
method does not preclude the possibility of obtaining high reso- T B tlme (s) turdK
lution velocity measurements, where the detailed turbulent struc- = temperatureK)
tures are capturel85]. However, it provides a useful estimate of A = heat flux (W/nf) .
the turbulent dissipation rate, in regions where the dynamic range Ui = components of velocitym/s)
of velocity measurements captured by PIV, is limited by the spa, Xy = ﬁi:trizll?znego;?(;giltri\gfm)
tial resolution. AN

Figures 13 and 14 illustrate the quality of the experimental dat&’» V = Velocity component¢m/s)
in a representative subregion of the cavity. Such data can have h = Heat transfer coefficient (W/AK)
valuable utility and add knowledge in engineering technologies B = width of cavity (m)
involving free convection. For example, the placement of compo- H = height of cavity(m)
nents in a microelectronic assembly could be modified, based on D = depth of cavity(m)
knowledge regarding high entropy production regions, in order to Nu = Mean Nusselt numberhD/k
maximize thermal effectiveness of convective cooling. Anothexreek
example is free convection between double-pane windows,
whereby entropy production data can add insight regarding con- < !
vective cell breakdown. Other applications include free convec- B = Ccoefficient of expansion
tion in solar collectors and thermal processing of materials. = viscous dissipation function

The measurement procedure is considered to be a useful diag- P = density (kglrﬁ) ]
nostic tool for identifying local flow losses, so that energy con- 4 = dynamic viscositykg/ms)
version devices can be redesigned locally around regions of high- ¥ = kinematic viscosity (rf/s)
est entropy production. It is viewed that the current developments
provide a useful basis, from which future advances can extend tAppendix—Measurement Uncertainties
method to more pomplex ﬂO\.NS' SUCh. as turbomachinery, heat ex'Experimental uncertainties include errors arising in the PIV
changers, or microelectronics cooling problems. Naterer aegftware, thermal bath, and others. Although all efforts were taken
Cam_beros{36] hav_e given a comprehenswe_ historical review "%o minimize heat losses from the top/bottom walls, perfectly insu-
fted boundaries are difficult to achieve in practice. Even small
at gains across these walls can have effects on the internal tem-
ratures. In this appendix, measurement uncertainties are sum-
rized based on the AIAA standdi@7]. The total error consists
of a bias componenB, plus a precision componer®. In the
. former case, the bias error of the measured velotityis related
5 Conclusions to the elementary bias errors and sensitivity coefficients, i.e.:

An experimental technique for measuring entropy production of 2 2 o2 2 52 2 52 2 52
laminar free convection has been presented. Measured velocities BU=n2sBist 7aiBict ”LOBLO+ ”LlBM (A-1)

a = thermal diffusivity=k/pc, (m?/s)

have exhibited considerable practical utility in such applicationﬁ
In these technologies, local values of both friction and therm E
components of entropy production can be mapped to detect
areas that require a design modification.
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Three-Dimensional
winnveang pram | CNI@Tacterization of a Pure
“osw f Thermal Plume

Frederic Plourde

Senior CNRS Scientist Pure thermal plumes have been investigated by two-dimensional (2D) and three-
. dimensional (3D) particle imaging velocimetry (PIV) techniques. While classical plume
Son Doan Kim features have been checked out, time-dependent analysis allows one to clearly detect
Professor contraction and expulsion phases which are mainly driven by turbulent structure behav-
. . ior. Balance of momentum equation demonstrates the link between stronger structures and
Laboratoire d'Etudes Thermiques, expulsion-contraction motion mainly dominated by plume engulfment during contraction
Ecole Nationale Superieure de Mecanique et phases. A ratio of 3 between entrained mass flow rate during contraction and expulsion
d‘Aerotephmque, phases has been estimated. A new method, never previously applied to pure thermal
Teleport 2, plume, allows one to accurately characterize entrainment mechanism and for the first
1 Avenue Clement Ader, time, the latter renders it possible to estimate the entrainment coefficient all along the
BP 40109, plume height, even close to the heating source. Moreover, entrainment coefficient is found
86961 Futuroscope Cedex, France to be 20% higher with direct method as opposed to the classical differential one widely

used in the literature. Such a huge gap is found to be due to the fluctuating density and
velocity part. Even through it markedly contributes to an enhanced entrainment mecha-
nism, the role of fluctuation was generally overlooked in the previous works devoted to
entrainment coefficient estimatgDOIl: 10.1115/1.1863275

Introduction ments in thermal plumes have been carried out with hotwires and
WIgser Doppler anemometyDA). For instance, George et 46]

in general and thermal plumes in particular, pure thermal plumggrformed measurements of temperature and velocily in an ax-

have been widely investigated from either a theoretical, expeﬁymmetnc turbulent buoyant plume and measurements were car-

mental, or numerical point of views; dispersion and dilution oﬁ"ed out with two-wire probes allowing temperature-veloc_lty cor-
reﬁaﬂons. Shabbir and Geor{jé] performed a comprehensive set

pollutants in the atmosphere, fire development, cooling towers an hot-wire measurements of a round buoyancy jet in which ver-

cumulus cloud may be listed just to mention a few examples | and lateral velocity components were determined and results
practical interest. Several key points have been specifically de%f}la y P
r

Given the importance in the engineering field of natural flo

with, such as laminar turbulence transition. For instance, Gebhﬁ_}aOW sattisfactory agreement with the expected similarity scaling.

et al.[1] pointed out that turbulence is an event subsequent to t addition, Papanicolau and Lis8] and Dehmani et af9], to

initial instability of a laminar flow and stated that perturbations jiyuote just a few, performed measurement of velocities using the
the plume can grow in amplitude; such a mechanism is th ser Doppler anemometer technique and obtained vertical and
driven mainly by buoyancy. Quick amplification is generally obd eral velocity distributions. Such measurements provide confir-
served and such behavior is surely due to the absence of bouﬂcg'r?g dSOI];Cee bg‘:ﬁ;ggﬁlndiﬁfnﬁ?de?]A Tg@iﬁ'%d'g&%%
aries. According to Elicer-Cortes et 2], transition is governed P y A9

by growth mechanisms of linear disturbances at the beginning a|r[;|dorder to derive similarity solutions for several quantities of

roninear ones far away flom the plume source. To depict o o0, Mereel, sueh as crose stean velocly, Reynole
turbulent region, Morton et al.3] developed an analytical ap- .

proach, still valid today, enabling one to characterize temperatuvrgltcf)lg'\%/ nperg:liﬁse ;Qi‘;v‘;rfga;na}ﬁﬁgw?;?tgvcv apll]flfgﬁqsite;p?g\?vgfz n?jn
and velocity distributions inside the plume. Such analytical devel: Y 19

opment was based on the entrainment concept initially introduce&asao[lo] also showed that the entrainment velocity should not

by Taylor[4]. This concept states mainly that a turbulent buoyam general be equated to the product of the entrainment coefficient

element expands at the expense of the quiescent surrounding AN t_he centerllng 'velomty. Bfah".”' et 4lLl] estlmatgd t_heu .
through entrainment of exterior fluid. Morton et E8.] established entrainment coefficient by measuring average v_eIOC|ty field with
that the entrainment velocity is proportional to the vertical veIoé‘-DA' As far as we know, the partl_cle image velocime(BIV) has

ity, and that such a proportional coefficient is a constant. Expe ot yet been used to gharacterlze thermal pIu_me development.
ments were conducted in order to estimate this coefficient, whi¢lP*V€Ver: such a teghnlque has_ been succ_esswely employed by
still constitutes a challenge. Ricou and Spaldiagdirectly mea- an @nd Mungal12]in turbulent jets and a direct method for the
sured entrainment in a turbulent jet by surrounding the latter wi trainment coefficient was tested. Such measurements enable one

a porous cylindrical-walled chamber; air was injected through tH@ directly and accurately investigate entrainment properties of

wall until pressure in the chamber was uniform and atmospheﬁ@nreacn_r!g and react_ing jets. o Lo
dn addition to entrainment characterization, it is important to

so that entrainment was satisfactorily performed. Such a technicEJH

induces strong uncertainties and because of the fragile plume fg4€SS that recent numerical works were dedicated to thermal
oyant jets and that due to significant improvement in computing

ture, one cannot carry out this kind of measurement withott". q X . ; fici liaht h
greatly disturbing flow field behavior. To characterize plume d&C!€nce and continuous increase of computer efficiency, light has
velopment and also to check out entrainment theory, measuR€en shed on the role of vortex dynamics in plume development.

Recently, Zhou et a[.13]reported on the turbulence characteriza-

Contributed by the Heat Transfer Division for publication in th®URNAL OF tion in a forced plume. from Iarge—eddy simulation; a fair comparl-
HEAT TRANSFER Manuscript received September 1, 2004; revision received NSON between numerical and experimental data was achieved.
vember 24, 2004. Review conducted by: J. H. Lienhard V. Agreement was reached in the mean fields as well as in the fluc-
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thermocouple
& Camera

* D Fig. 2 Measurement setup using (a) classical 2D PIV tech-

. ) ) nique and (b) stereoscopic PIV technique
Fig. 1 Schematic of thermal plume experiment

o ) _Cortes et al.[2] performed their analysis with a flat disk located at
tuating fields. For instance, the energy spectrum for fluctuatingsa m above the floor. On the contrary, Guillou and Doan-Kim
fields contains a—5/3 and —3 power-law in the inertial- [17]performed an experimental setup which was flushed mounted
convective and inertial-diffusive ranges and highlights the abilityt the ground level of the enclosure but the shape of the heating
of large-eddy simulation to capture the whole turbulent flow fieldoyrce was a sphere portion ensuring the stabilizing development
behavior. Moreover, Basu and NarimsHat] performed simula- of pure thermal plumes.
tions of heated and nonh.ea.ted jets, and they Clearly demonstr.ateﬂs just mentioned, a strong dependency between p|ume devel-
that enhancement of vorticity, due to vortex stretching, favors igpment and its surrounding environment requires actual control of
tense structures that tend to attract fluid from the quiescent emje |atter. Thus, the enclosure in which the plume develops was
ronment. Thus, correlation between large structures and emrfiiﬁtegrated in a larger room of 6¥6 mx6m which was
ment has been demonstrated but no experimental evidence magggipped with an air conditioning system and its temperature was
found in the literature of pure plume development. Agrawal angkpt at a constant level of 20°C. It is very important to control the
Prasad 15,16 ]provided recently spatial filtering of PIV data in aplume environment because of temperature stratification, which
self-similar aXiSymmetriC turbulent Jet in order to exhibit the rolqnay greaﬂy Change p|ume flow development_ For instancel
of large vortices which tend to organize themselves. Actuallge(ther and GeorgEl8] and Dehmani et al[19] showed that
such links require three-dimensional computations to depict strugnly a slight stratification level in the ambient fluid generates a
ture development in the plume while no works have yet be%ﬁﬁnificant loss or gain of the buoyancy force. In order to check
devoted to plume analysis through PIV measurements or througfi the stratification in our own enclosure, temperature in the
stereoscopic PIV measurements either. Actually, stereoscopifmediate environment of the plume was regularly controlled by
measurement is a promising way of measuring the three velociiyf Al-Cr thermocouple of 12.zm diameter. In accordance with
Components Wh|Ch faCl“tateS assessment Of turbulent |nten5|tytﬁ§ Wh0|e temperature acquisition system’ temperature measure-
well as structures involved in the flow. _ ment errors were found to be less than 0.01°C. The thermocouple

The aim of the present study is to characterize the thregms fixed on a3D) traverse system allowing the latter to deter-
dimensional behavior of a pure thermal plume and to address ji$ne height-wise temperature profile. The traverse system resolu-
behavior in time so as to depict the role of structures in the efign is equal to 1 mm. In our setup, a 0.4°C/m was found as
trainment mechanism. In addition, a direct technique has begiinperature stratification and in conjunction with established cri-
tested to measure the entrainment coefficient along the plumeteria [18], such a stratification level is not strong enough to di-
axis which as far as we know has never been done in the pastectly interact and alter plume flow field development. Thus, one

can consider that our experimental setup may help us to study
Experiment Setup and Measurement Technique plume development in a semi-infinite open domain. Two of the
main lateral walls were optical Plexiglas in order to investigate the

Experimental Setup. The heating source is made up of ?Iow by optical measurement methods.

metallic disk with aD diameter of 0.1 m and a thickness of 0.0
m. The heat is provided by a heating resistance wire which isMeasurement Techniques. In order to measure the flow field
located directly inside the metallic disk. A regulated A.C. of Jelocity, particle imaging velocimetry techniquBIV) was used

KVA supplied electric power and was able to keep the disk tenand we also performed 2D as well as 3D stereoscopic PIV mea-
perature at a constant level ©f=400°C. As shown in Fig. 1, the surements. For both of these measurements, Hamamatsu Hisence
heating source was located in a large enclosure ofxX2m cameras provided 10241280 pixel resolution pictures. Each

X 2.5 m filled with air and such an enclosure was assumed to pixel was sized 6.X 6.7 um and a pair of images was recorded at
large enough to provide nonconfined conditions for the plume.9.0 Hz rate. To illuminate the flow field, a 50 mJ frequency
Stratification in the enclosure will be addressed later in this patbubled Ng-Yag laser was set up in synchronization with cameras.
but first, it is noteworthy that the disk was mounted above thEhe laser plane was oriented in accordance with the type of mea-
enclosure floor at a 0.01 m height to help the plume to establisurement{2D or 3D) as shown in Fig. 2.

Actually, even such a limited distance is large enough to concen-In the 2D configuration, only one camera was necessary and
trate fluid flow around the disk and to ensure stabilization of th@as equipped with a 28 mm lens, and it focused a plane ata 1.0 m
plume development. Moreover, such an artifact was widely use@derval. The plane of measurement was then approximately
in the past in the study of thermal plume. For instance, Elice25 cmx30 cm. The time delay between two consecutive pictures

Journal of Heat Transfer JUNE 2005, Vol. 127 / 625

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



was arbitrarily fixed according to the kind of measurement to 4+ Z
carry out. A short time delay of about 2 ms was setup to determine
the vertical velocities while on the contrary, a longer time delay
(~20 ms)was necessary to select in order to accurately capture
the radial component. Actually, the differing time delays are due
to the expected vast differences in axial and radial velocity mag-
nitudes. It is true that measuring entrainment velocities in the
plume surrounding require particular attention given the fact that
radial displacements are equivalent to 2 up to 4 pixels compared
to the bias error of PIV. On the contrary, long time delays are not
adapted to axial velocities ranging from 20 to 30 pixels and no
correlations are accessible with a regular interrogation zone. With
a view window of 26 cnx 30 cm, the interrogation zone is set to
32x32 pixels using 50% overlapping, which corresponds to a
6379 vector resolution in th&Z plane.

For the 3D stereoscopic velocity measurements, two cameras
were installed as shown in Fig(l®. The laser sheet was located
so as to create a horizontal plane perpendicular to the vertical axis.
The two cameras were located at 1 m from the laser plane to
obtain 30 cm>30 cm of window measurement. Each camera was
positioned at a certain angle from the normal measurement plane
in order to obtain a stereo view of the plane depending on the
laser sheet orientation. Alkislg20] estimated that errors are mini-
mized whend, ranges from 30 deg to 60 deg. In the present study,
0o has been arbitrarily fixed at 30 deg and camera calibration
routines are necessary before performing measurements that inte
grate and account for perspective distortion arising from the | 0.2 (/s)
skewed orientation of the cameras. After processing images from
each camera, data had to be processed so as to evaluate the thir
velocity component perpendicular to the laser sheet plane. Equa-
tions governing transformation of images and data processing
from the two different views yielding a three-dimensional velocity
field are put forward by Alkislaf20]. Measurements of the veloc- SR B s s
ity field were carried out in several sections corresponding to dif- 0.0 1.0 2.0 r
ferent vertical heights in moving cameras and laser sheet. At each
plane, over 200 s were necessary in order to acquire 800 instgfy. 3 Radial profiles of the U, mean axial velocity component
taneous velocity fields at a rate of 4.0 Hz. and A plume width change with regard to ~ z

Velocity measurements through PIV method necessitate seeding
the flow with small droplets which scatter the laser light and it
matters to lay emphasis on the pronounced accuracy of this high-

tech process. When estimating the method's degree of precisigay heen used to depict plume flow field development. However,
one may first list the potential sources of error: Influence Qhe technique allows us to instantaneously measure two or even
dynamic-particles, processing errors, systematic errors introdugfbe velocity components when using stereoscopic PIV technique
by the effect of temperature gradient including beam steering aggq it may likewise be an excellent way to assess structure devel-
image distortion. Concerning error linked to particle dynamic, th§yment as well as velocity fluctuation correlations. One of the first
latter is due to slip velocity between the particle and the fluid angeps is to depict plume flow field through such measurements in
may be estimated through ! Stockes number estimation. Thisyrder to validate the technique used with regard to results avail-
relates ther, characteristic particle response time versus #he gpje in the literature. Figure 3 presents themean axial velocity
time scale of the flow variation. F@t<1, one can consider that prqfiles along a lateral direction at given heights above the source.
particles indeed follow the fluid motions to be measured. All ok appears obvious that profiles obtained in the vicinity of the
our measurements were performed by using glycerin particlggating source, see for instancezat1.5 and 2.0, have a pointed
originating in a smoke generator and it is assumed that the diaglape while the farther they are from the source, the more profiles
eter particle range is 5—16m. According to the diameter, density,pecome larger and fit a Gaussian distribution. Such a trend is
and velocity level of the flow, one can assume that the bias duegical in a plume study when the flow field organizes towards a
dynamic-particles is around 0.2%. To estimate processing erroigiiy developed turbulent way; velocity profiles fit a well-known
we took a picture as reference while a second one was createdsB)f.similar region. Figure 4 allows one to clearly observe such a
introducing a previously known displacement throughout th@gion in which the axial velocity profile is normalized by its
complete first one. Then, one may just have to compare the PiYayimum value reached close to the plume axis. And then, above
estimation with regard to the introduced displacement. The pro=4.0, the whole vertical velocity profile satisfactorily corre-
cessing errors are due algorithm and may be estimated as @ybnds to a Gaussian law:

pixels that correspond to 1.8% error for a standarek 32 inter-

rogation window size cross-correlation. The beam steering error is

linked to the index of refraction change due to the density varia- Uy(r,2)=U, e Be?

tion in thermal plume but along with image distortion effects, such ’

an error may be considered negligip&L ].

e . z2=10.0

z=8.0

z=6.0

z=40

z2=20
z=15

\

The constant valuB obtained with our results is comparable with
Thermal Plume Characterization values reported by Shabbir and Geofgé and Chen and Rodi
[22]. Figure 3 also presents thenormalized plume width change
Mean and Fluctuating Velocity Fields. As already men- (in round point line)and such a parameter has been estimated
tioned in the Introduction, particle imaging velocimetry has nahrough momentum balance as:

626 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



u, Uy ¢ /Uy max follows a —1/3 power law forz=4.0 with U,z

? =A,, where theA; value is found to be equal to 1.26 approxi-
o z=20 mately and is in agreement with values reported in previous works

« z=40 [8]. Evolution of theu, . /u, max Normalized centerline velocity is

x z=80 significant because plume is assumed to be fully turbulent when

0.0 - o ) _ e .
— - -Theomtical law the —1/3 power law is followed. Thus, it is a convenient way of

precisely locating the laminar—turbulent transition and such tran-
sition occurs close ta~4.0.

After describing the average flow field development and con-
firming that the well-known laws are followed, we likewise fo-
cused on higher statistical orders to determine how the turbulent
plume behaves. With this in mind, the radial profiles of the axial,
radial, and circumferential root-mean-square velocities are plotted

in Fig. 6. It is noticeable in Fig. @) that \/u_ézlﬁz,c reveals off-
axis maxima of 25%; such value is in agreement with those found
in the literaturg]8,24]. Concerning the radial and tangential fluc-
tuating activity shown in Figs.(®) and 6(c), profile shape as well
as the intensities reached are similar, maximum levels being
smaller than those obtained in the vertical flow field. Moreover,
one of the advantages of measuring plume velocity with a stereo-
scopic method is the possibility of plotting theturbulent inten-
sity without any particular assumptidsee Fig. 6(d))lt profiles
also reveal off-axis maxima of about 34% and are not altered
-15 -10 05 00 05 10 15 abovez=4.0. Figure 7 allows researchers to spatially depict the
£ fluctuating flow field behavior. In particular, several maps at dif-
ferent heights in the plume clearly underline that its development
occurs symmetrically with regard to the plume geometrical axis as
well as off-axis maximum location. Nevertheless, it is true that the
greaterz, the more the maximum location kfis close to the axis;
this is due to the homogeneity process driven by turbulence. Fi-

040 -

0.20 -

£-00-
T T T O

Fig. 4 Normalized radial profiles of the U, mean axial velocity
component

c_ 2 nally, it is important to emphasize that the levels reachett bye
2 o U rdr significant in the vicinity of the heating source as shown in Fig.
N 7(b). To do this, we use the 2D PIV atidwas computed assum-
f Trdr ing that the radial and circumferential fluctuation levels were
0 - similar. In addition, Fig. #) comparedt magnitudes obtained by

) . 2D PIV and 3D PIV measurements. Actually,rises up to 60%
The change of the. normalized plume first decreases up t0 g, ;<1.0 and decreases sharply for highéscations and reaches
minimum value close ta= 1.5 and from this point, increases withy constant value of approximately 34%. It must likewise be un-
regard toz. Such an evolution sheds light on plume restrictioferined that such high intensities in the fluctuating field close to

before_ its enlargeme_nt._ Then,evolves I_inearly close t(_z~3.0;_ the source are linked to severe perturbations in the area in which
such linear change is in agreement with the theoretical point §fiq flow develops.

view [3] and its linear slope is found to be equal to 0.18, while in
the literature, authois/,8,23]focused upon reported values in the Vortex Structure Development. Thermal plume structure
0.14-0.18 range. To show how plume develops, mean axial yes been fully investigated by characterizing its expansion, Gauss-
locity is often taken as a reference and its normalized changeias axial velocity distributions in radial direction, powerl/3 law
reported in Fig. 5. Mean axial velocity is normalized by its highesixial centerline velocity in vertical direction, and turbulent inten-
value reached ar=3.5. Figure 5 clearly puts forward thatsity as well. However, it is helpful to bear in mind that tracking
instantaneous turbulent structure will help us to fully understand
the flow field development, but we still need to describe structures
in such flows. Moreover, previous experimental studies did not
use techniques allowing them to detect structures in the plume
development. However, there are several studies in the literature
dedicated to plume flow field visualization. Morton et 8] as
well as Turnef23]were the first to carry out plume visualization,
and the hypothesis of coherent structures inside the plume devel-
opment was convincingly put forward. Recently, Zinoubi et al.
[24] performed a plume visualization allowing for the demonstra-
tion of three different regions lengthwise in the plume. One of the
regions is mainly driven by plume contraction while above the
latter, the appearance of small structures is detected and the exis-
tence of these turbulent structures leads to uniform flow field be-
05} havior. Due to recent improvement in computing science, Zhou
et al. [13] depicted flow field behavior and structure changes
through a large eddy simulation technique. Similarly to Zhou’s

. . . _ . approach, we have characterized instantaneous structures by esti-
04 2 40 6.0 80 100 12 mating thew, azimuthal vorticity field. Figures (&) and 8(b)

show instantaneous, maps in ther-z plane passing through the

Fig. 5 Change of the normalized I, ./, max Mean axial veloc-  geometrical plume axis at two different time steps. Figure 8
ity component along the geometrical axis mainly focuses on a region close to the heating sourse3(0).
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Fig. 7 Mean turbulent intensity distribution: (a) Contour [/, in several
planes, (b) variation of I, along the geometrical axis
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(a) (b)

Fig. 8 Contour of instantaneous circumferential vorticity field close to the heat-
ing source

The time delay between two maps is equal to 0.5 s and the latédtract fluid from the quiescent environment. From 3D measure-
corresponds to the highest rate available for our system. Sumlent and while taking into account the surrounding of the plume
pictures allow one to clearly distinguish two different regionsduring the two identified phases, i.e., contraction and repulsion
First of all, vorticity does not change drastically with regard to phases, entrainment mass flux can be estimated and has been
for z=<3.0 and it corresponds to spatial restriction phase of tHeund to be equal ton,=0.0226 andn.=0.0074 in the contrac-
plume. Second and contradictory to the first region, structuréen and repulsion phases, respectively. Although, as we will ob-
develop rapidly and change from one picture to the otherzforserve later, estimating entrainment flux is a very sensitive prob-
=3.0. This is confirmed in Fig. 9, which shows some maps oltem, a ratio of 3 has been put forward which clearly demonstrates
tained at highee positions (3.5z<8.5). It is important to un- that entrained mass flux is significantly more important during
derline that in this region, the plume develops instantaneoustgntraction phase than during expulsion phase.

with an oscillating motion at different distances from its axis. To undertake the analysis of plume development, let us perform
Such oscillations may enhance mixture mechanisms driven the budget analysis of the momentum equation at two different
large structures and then increase diffusion from large structutesights:

to small structures.

In addition, an interesting feature may be evoked by followin i o (P—Pw) Hul?)
wy changes in timéFig. 9). Plume develops in conjunction with ﬁ:g + ﬁrW ~ —Tg— 57
contraction and expulsion phases, which are linked to the inste —_— —_— ——
taneous width of the plume. For instance, Fig:)QeveaIS restric- vertical convection radial convection buoyancy vertical transport
tions due to fresh air engulfment in the plumezat5.0 which
arises almost symmetrically. At the same time, plume is enlarg 1 3("W)
due to vortex structure concentration for €.8<7.0, which may -
try to expel fluid from the core to external environment of the r ar

plume. Such contraction and expulsion phenomena are more €
ily observed through stereoscopic PIV measurements since we
measured in a parallel plane to the heating source suffiige Due to thermal plume spreading, thadial transport and the

10). As shown in Fig. 10(a), structures in such a plan expel flulduoyancyterms are relatively significant in the budd&ig. 11).

from the core to the immediate environment of the plume. Sudfevertheless, one of the more interesting terms igdldél con-
motions may have a direct impact on entrainment induced by thectionterm. Actually, this is the only one which offers a signifi-
buoyant arising forces. These explusions are highly localized acant different profile shape betweer2.0 andz=5.0. It is true
clearly enhanced by a stronger vorticity field. Such a point is nthat all the other terms, vertical convection, buoyancy, turbulent
yet fully understood and only a few works have been devoted tansports, have almost the same profile shape even if they are all
the problem. For instance, Basu and Narimjsh# reported simu- more or less modulated in amplitude with regara t€lose to the
lations of turbulent jet subjected to local volumetric heating anideating source, i.e. a=2.0,u,(du,/dr) is always positivgsee

their results clearly demonstrated that enhancement of vorticifig. 11(a)). Because the vertical velocity gradients are always
due to vortex stretching, favors intense structures that tend riegative (fu,/dr<0) due to its Gaussian distribution, it means

radial transpot
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Fig. 9 Contour of instantaneous circumferential vorticity field far from the heating
source

that the radial velocity is negative,<0. On the contrary, foz  the contrary, Fig. 11(bghows the budget profiles obtained zat
=4.0, theu,(du,/dr) radial convection term in the Fig. @) is =5.0 in the plume turbulent region. Due to its spreading, the
positive forr=0.5 and negative for<0.5. Such a sign change vertical convection as well as the buoyancy terms are no longer so
reveals a strong plume expansion in this area which occuteminant. Turbulence develops rapidly thereby enhancing interac-
through large structure activities. These structures are also ampibbn between large and small structures as observed in the vortic-
fied through the expulsion—contraction motion mainly dominatety field. Therefore,radial transportis the leading term in this
by plume engulfment during contraction phases. region.

It is also important to stress that other budget terms clearly shed
light on plume flow field behavior. Concerning the region close tp|yme Entrainment Mechanisms
the heating sourcé-ig. 11(a)), the thermal plume is mainly domi-
nated by vertical convection and buoyancy. As expected, buoy-Direct Measurement of Entrained Mass Flow Rate. As
ancy plays a leading role because it induces the whole fluid mmentioned in the Introduction, one of our goals is to characterize
tion. Due to thermal plume spreading, the vertical convecticentrainment induced by pure thermal plume development. To do
terms are also relatively significant in the budget. Actually, theo, it would be very interesting to directly measure the entrain-
effect of the heated source is strong enough to generate sheaent mass flow rate even if such a measurement is difficult to
layer development, as observed in the vorticity field; it may alsgerform. To our knowledge, Ricou and Spaldiikd were the first
favor a strong stretching mechanism of large-scale structures. @rdirectly measure the entrainment flux of a turbulent jet by sur-

630 / Vol. 127, JUNE 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o B

D

¥;ﬁ -,
W
L

7 "\
. SN Y

e,
IARSS RN

S S A s p R
PPt ST

A
{;

-
A8, )
s o
e NN

.
N

V #

o

cmay g g
Ssayay

Fig. 10 Instantaneous velocity field of thermal plume obtained from stereo-
scopic PIV at z=5.0 during (a) expulsion phase and (b) contraction phase

rounding the latter with a porous-walled cylindrical chamber. The o r— —
chamber was equipped for measuring the mass flow rate passing with m=f (puz+p'uy)2mrdr
through the porous wall and feeding the core flow of the jet. Note 0

that SUCQ f_m experlmeTtaI setl:pbcannoly %utcslrantteg aCClejl’ate nﬁ&ﬂre 12(a)schematically depicts the way to obtain such an es-
surements; moreover, it cannot be applied 10 Jets In CONOW COfla 4iq of the entrainment mass flow rate. It requires measurement
figuration where the encroachment of the jet boundary is the le%Fthe density and axial velocity, but such a method is no longer a
ing mechanism of entrainment. Nor can it be applied to therm — ) L

plume, because the presence of porous walls would definit&lfeCt One. Moreover, the’u, fluctuating quantity is very com-
modify pressure balance around the plume. Direct interaction wigieX to determine. Let us add that when such a method is referred
plume development and its entrainment would be enhanced. '_I'hrt%,the av%ralge flucﬁjatlng partis 9;;9“"”3’ overlo_oktled ('in the mass
a second way for measuring the entrainment was more widd|gW rate balance. However, it is difficult to precisely determine

used[3] and is based mainly on mass balance. Entrained mdhe contribution of the fluctuating term because it requires simul-
flow rate is actually estimated by tentatively calculating the dif@neous measurement of instantaneous fluid defisityperature)

ference of the whole mass flow rate between two plume sectiohd velocity. Dibble et al[25] estimated the contribution of the
fluctuating term on the mass flux integral by measuring the aver-

as:
age and fluctuating axial velocity component using LDV tech-
) o ] nique and the average and fluctuating density using Raleigh scat-
Me=Am=m,—m tering in a hydrogen jet. Based on their findings, geand u’
Journal of Heat Transfer JUNE 2005, Vol. 127 / 631
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Fig. 11 Balance of mean momentum: (a) at z=2.0, (b) at z=5.0

fluctuations could contribute to an approximately 20% increase iwed through such a method, which explains why we are focusing
mass flux obtained by considering only the average quantitiesolir attention on a direct technique. The entrained mass flux may
is also important to stress that the measurements carried outbegyestimated directly as:

Diddle et al.[25] were not performed simultaneously so that the

error due to neglecting the fluctuating term may be valid only if N dz 2__ dz
fluctuations are assumed to be correlated. To avoid these difficul- Me= | pun2mr cosg =], Un2rr cosp

ties, a direct measurement method is required such as that of !

Ricou and Spaldind5] but without the physical structure thatin which u,, corresponds to the normal velocity component with
intrudes into the flow field. respect to the plume boundary. In this way, entrained mass flux is

In order to estimate the entrained mass flux without encountesalculated by integrating the inflow mass passing through the
ing such difficulties, a direct method has been carried out in studytume boundary. As long as plume evolves in a constant and
ing reacting jet§12]. The basic idea consists in measuring thknown surrounding environment, the density involvedipequa-
velocity outside of the plume; in that way, entrainment measurgen remains at a constant level and no fluctuations arise in the
ment is not potentially altered by the density fluctuations whicthomentum term. Nevertheless, such a method entails two major
exist inside the plume. This direct method was checked out on jefificulties. First, border of the plume which limits the main as-
and validated by comparing it with results of previous measureendant flow field with the one providing laterally is not as at easy
ments. As of now, pure thermal plume has not yet been character-establish, and accurately measuring small velocities in the
plume surrounding environment is a difficult task. Second, such a
border is tilted with regard to thedirection. Moreover, the choice
of the B angle may introduce some bias in the direct technique
measurements. That said, applying direct technique to reacting
jets, change of3 angle from 5 deg up to 15 deg may be consid-
ered as generating second-order errors in the entrained mass flow
rate measuremefit2]. And since no clear plume border definition
has been established except the one given above, stating that the
plume width is equal to\(z), it appears consistent to consider
such a definition as well as the tilted angle obtained with the latter.
From Fig. 3, the angle may be estimated as equal to 6 deg. It is
also important to add that radial velocity component decaysras 1/
by continuity. This is a key point which explains why direct mea-
surement technique may be assumed to be not particularly depen-
dent on plume border location: All around the plume, theterm
remains at a constant level. After that, the exact plume border
location no longer figures as a predominant parameter in the ac-
curacy of the direct method. As a result, accuracy when measuring
velocities in the immediate surrounding of the plume becomes the
key point to address.

To measure flow field velocity in and close to the plume, two
different time delays between two images were employed. Ac-
cording to spatial resolution, a time delay of 2 ms was chosen to
obtain velocity field inside the plume and Fig. (4B shows an
example of velocity field in the-z plane. A dashed line delimits
in Fig. 13 the\(z) plume width. A longer interval, ten times

@ ® higher, is required in order to precisely capture s_mall displace-
ments all around the plume width. Such a choice in the PIV pa-

Fig. 12 Schematic of entrainment measurement:  (a) Differen- ~ rameters is essential in order to accurately measure these small
tial method, (a) direct method velocity levels. As underlined in Fig. 13, such a long time delay

Z
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Fig. 13 Mean velocity from PIV using two different time inter-
vals between images: (a) Short time of 2 ms and (b) long time X, U,

of 20 ms

Fig. 14 Contour of mean vertical velocity obtained by the ste-
reoscopic measurements

no longer effectively helps to correlate fluid motion in the plume.

Consequently, in order to estimate entrained mass in the plume,
one only needs velocity measurements in the plane if we
assume that the plume behaves axisymmetrically. Thanks to
reoscopic measurements, Fig. 14 presents mean velocity field

Jbasized. It is true thatm, determined by the differential
leghnique offers abrupt variations which appear not to reveal

severalz levels in thex-y plane and this clearly demonstrates th@h%’Sical mechanis(;ns.. S#;h method is base(f. onh a diﬁe:jence
circular behavior of the flow field. In fact, our measurements regSN€Me, errors made in theestimation may amplify those made

der direct entrained mass flow rate possible through 2D PIV md3-the Me estimation. Moreover, and by far the most important

surements inr-z planes. In order to compare results obtaineB0iNt, them, entrained mass flux with the differential technique is

while using direct technique, we also computed the entrain@f the average smaller than the one computed by the direct tech-
; ; ; gidue. This bias is linked to the fact that the fluctuating part can-

et al.[3]. As already mentioned, such a technique consists in c30t P€ considered in the differential technique which may b% sig-
culating mass flow rate in the plume at two different heighté'“f'oCantln plumes. Besides), differences represent aimost 15%-—

difference between the two mass flow rates corresponds to g]%A)_and such a huge _dlffe_rence_ may. r!atF‘ra"y affect the
entrained one. To do so, mean temperature is also measured Q?alnment coefficient estimation. Finally, it is important to un-
density may be deduced through the ideal gas law assumption. #!ine that shifting plume border of 50% provides only a change

velocity and density are not measured directly and instant3l €SS than 5% in then, estimation. Such a result clearly dem-
T . . . . onstrates that direct measurement technique is not linked to the
neously, thep"u,, fluctuating part is not taken into account. Figur:

15(a) shows the change ah mass flow rate with regard to. %rbltrary border location.
From thism estimation, one can easily deduce thg entrained Entrainment Coefficient Assessment. According to the first
mass flow rate by the plume development by considering its difkeoretical step, entrainment has been defined as a ratio between
ference between two locations. The changengfis presented in the lateral velocity and the main ascendant one in order to de-
Fig. 15(b)and it allows one to compare results obtained by difscribe the ability of plumes to displace their surroundifgjsand
ferential and direct techniques. First, one can observe that theentrainment coefficient has been first estimated as:

main trend is similar with each of the two techniques; close to the _

heating source, i.ez<2.0, m, increases rapidly to a maximum = ur ()

level and is also rapidly damped to a relative minimum level Uyc

reached az=2.0 approximately. For=2.0, m, increases almost . ) ) . )

linearly. In the laminar region, the flow organizes and is subject&¥hich can be written directly with regard 1o, entrained mass

to strong mixing, which may explain such drastic change in tHoW rate:
me evolution; as soon as turbulent regime is established, the en-

trained mass flow rate evolves with regardztoSecond, signifi- a= Me ;_
cant differences between the two techniques used need to be em- Az 27p AUz
Journal of Heat Transfer JUNE 2005, Vol. 127 / 633

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 «a entrainment coefficient estimates available in the

literature

Authors

Configurations

a

Morton et al.[3]
George et al[6]
Dehmani et al[9,19]

Atmospheric plume
Hot jet
Turbulent axisymmetric plume

0.093
0.108
0.150

parison. Whenw is computed through direct method, strong varia-
tions are observed close to the heating source. In this region,
reveals very high levels ranging from 0.2 to 0.6; such a region
corresponds to thermal plume development that leads by dominat-
ing buoyancy forces as well as radial transport. Moreover, the
average radial velocity is negative so that plume develops mainly
by first concentrating hot fluid around its geometrical axis. While
z increasesa is damped and tends rapidly towards a constant
level of approximately 0.11. According to Table 1, such a level is

From this definition and taking into account the Gaussian shapg,ded in the available literature range. Nevertheless, it clearly

for the vertical velocity profiles in the self-similar region, a rela;
tion allowing estimating the entrainment coefficient is easily es-

tablished:

)\=§az

appears that direct technique introduces a significant improvement
in the a entrainment coefficient determination. First and as one
may think when studying then, data, the change af with regard

to z also involves unstable and unphysical variations close to the

Table 1 lists the different values far entrainment coefficient Neéating source region due to the measurement uncertainties when
available in the literature. It is important to underline that most ¢fSing differential method in this area. Second, one can observe
the works listed applied a modified entrainment coefficient defi- significant variations as well fa=4.0. Similarly tom, data, the
nition. Actually, instead of relating entrained velocity estimated entrainment coefficient is on the average smaller that the one
throughm, measurement to mean axial velocity component, reomputed by using direct technique. As already mentioned and

searchers mainly prefer to refer to average velocity as:

f uZ27rdr
0

thanks to accurate velocity measurements, direct technique allows
one to evaluate the entrainment coefficient without restrictive
assumptions such as not taking into accountghe, fluctuating
quantity. In addition, such accurate measurements render it pos-

Upm=—%
f w2mrdr sible to assess the change of theentrainment coefficient with
0 regard toz. The differential method is only able to give an esti-

instead oftT, , and in order to compare our results with availabl@ate Ofe in the self similarity region. In fact, most of the works
data in the literature, we compute entrainment coefficient by dedicated to plume entrainment characterization only report an
using average ascendant velocity as reference velocity. One of 8§fimate and do not address its changes vezsigoreover, the
purposes is also to compare entrainment coefficient obtained witstimates available in the literature are generally inaccurate,
differential and direct techniques and Fig. 15 allows such a comwvhich is no longer when using direct measurement technique.
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Fig. 15 Variation of the flow rate along height:
trained flow rate

(a) Total flow rate, (b) en-
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———— Direct Measurement
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Fig. 16 Variation of entrainment coefficient along vertical axis

Conclusion

A pure turbulent thermal plume characterization has been per- B
formed using 2D and 3D stereoscopic measurements which enable p
researchers to depict its complex spatial development. It allows
for clear detection of the laminar and turbulent development re-
gion of the plume. In accordance with the velocity field changes
with time, contraction and repulsion phenomena arise. Contrde=
tion favors mass entrainment from the quiescent surroundings and
vortex structure identification clearly demonstrate the role of sugh
large structures in the entrainment mechanism. Even if the repul®

H

: - - ; m
sion phase is not the driving one, the latter has been clearly iden- i
tified and accounts for roughly only 20%-30% of the mass flow St=r /Te
exchange entrainment. Our experimental results agree with nu- pd

. S : R, 6, Z
merical trends depicting the link between complex structure mo-
tions and entrainment. We strongly believe that future experiments
. e r,z
should try to determine structure development in time in order to T
S

improve our understanding of their role in turbulent flow field.
Moreover, results allow one to accurately determine the entraidTs=T— T,

ment coefficient. Firstly, axisymmetricity of the plume has been

checked out through stereoscopic measurements; secondly, a di-

rect measurement technique has been implemented and makes it

possible to obtain the change of the entrainment coefficient alon e

the z axis. By comparing such a technique with the classical mass"’ uy’ llJJZ
balance usually performed in plumes and jets, results clearly show ™’ ™Y’ =7
that close to the heating source, the differential technique provide% U, u
no physical trend concerning the entrainment coefficient change,”’ ~ ¢’ ~2
whereas far away from the source results are somewhat altered by XY 7
noise and reveal average value smaller in the turbulent region than x ' 5
that obtained through a direct method. It is important to stress that Y
the direct method is accurate because its principle consists in bal- A
ancing mass flow rate in the plume surroundings and that it does
not suffer from overly simplistic assumptions such as, for in- N=A/D
stance, neglecting the fluctuating part as is the case with the well-
known differential technique. @
Finally, such experimental measurements are highly promising B
and should help us in the near future to reach two main géhls: e=RIA
To better understand large structure role in complex flows and fo
particularly on entrainment mechanismg) to provide experi-
mental data for validating turbulence models such as for instance p p
REF

large-eddy simulation. It is also important to underline that some

unknown elements still exist in thermal plume such as for instaneg,= Ju,/Jr —

the rotation effects of the heating source on plume development
and their consequences on entrainment and the interaction be-

tween several plumes. TT':
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Nomenclature

Gaussian parameter

heating source diametém)

gravity acceleration in the axial direction(ms ?)
disk height above the flodm)

T T T [T

= turbulent intensity

dimension of the enclosur@n)
nondimensional plume mass flow rate
nondimensional entrained mass flow
Stockes number

Cylindrical co-ordinate system transformed
from X, Y, Z

radial and axial co-ordinates scaled by D
heating source temperatuf®C)

characteristic temperature differenC€)
temperature normalized by T,

maximum axial velocitym/s)

Cartesian velocity componen(si/s)

Cartesian velocity components normalized by
Umax

cylindrical velocity components transformed
fromu,, uy, u,

dimensional Cartesian co-ordindt®)
nondimensional Cartesian co-ordinate normal-
ized byD

plume radius estimated through mass balance
(m)

normalized plume radius

entrainment coefficient

plume expansion anglg)

nondimensional radius ratio

angle between view of camera and normal of
measurement plang)

fluid density normalized bygrge

fluid density atT,, (kg/m®)

au, 9z
= normalized circumferential vorticity

characteristic particle response tirfs
characteristic time scale of flogg)

geometrical axis location

heating source

referred to quiescent environment
referred to maximum value
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Combined Influence of Mass and
Thermal Stratification on
Double-Diffusion Non-Darcian
s v ranen umat | NARUFal Gonvection From a Wavy
o |- \[grtical Wall to Porous Media

Shalini Gupta

In this study we analyze the combined influence of mass and thermal stratification on

Parallel Computing Laboratory, non-Darcian double-diffusive natural convection from a wavy vertical wall to a porous
Department of Mathematics, media. A finite difference scheme based on the Keller box approach is derived for the

Indian Institute of Technology, boundary layer equations resulting from the use of nonsimilarity transformation on the

Kanpur, 208 016, India coupled nonlinear partial differential equations. Extensive numerical simulations are car-

ried out to analyze the influence of wave amplitude a, Grashof nuiBlter thermal
stratification parameter §, concentration stratification parameter:$ buoyancy ratio

B, and Lewis numbdre on the double-diffusive natural convection process. Increasing a
andGr* or decreasing B is seen to favor the heat and mass transport in the porous region
thereby reducing the heat and mass fluxes along the vertical heated surface. Increasing S
or decreasingd_e leads to an enhanced mass transfer process. Presence of surface wavi-
ness brings in a wavy pattern in the local heat and mass fluxes with decreasing magni-
tudes in the streamwise direction in the presence of stratification terms.

[DOI: 10.1115/1.1863258

1 Introduction mass-stratified fluid-saturated porous medium along a semi-

. . infinite irregular-shaped surface, immersed vertically in the po-
Natural convection flow caused by the combined buoyancy ef- . : .
. P fous medium. Irregular surfaces are often used in many applica-
fects of thermal and species diffusion in a saturated porous me-

. N ! . . 1ons, such as heat transfer devicéfat-plate condensers in
dium has applications in a number of areas, including geotherm% . . . :
refrigerators, flat-plate solar collectors, cavity wall-insulating sys-

fields, solar power collectors, dispersion of chemical contarr}éms with surface nonuniformitiegnd grain stoage units, etc. In

nants, etc. The work related to the double-diffusive convecti%ew of the complex pattern of the surface geometry, Yad]

Férg.gﬁsz n'(? Ehgi(:[rg]usArrP?:ia{ggw elts a?['éjens?g/ Ilq\“;dd %]Sesrfﬁﬂz? discussed a wavy-to-flat surface transformation, approximating
{ » ANg ' 9 ; _ the surface roughness by the sinusoidal waves. Later several au-

;\lak?jyama anld Ho?]sa[ﬁ%, and oth?rsh. Severgl stgdrl]es hav% beetﬂors for example, Rees and P@lb], Cheng 16], Rathish Ku-

ound to analyze the influence of the combined heat an mass ' . ’ ! - .

N r and Shalin[9], used the same transformation technique and
trans_;_erdprocess by g_atural convection |_r:ja therl_mal_ andfor T\ag?ddied the corEV(]ection process in a fluid-saturated pogous me-
stratified porous medium, owing to its wide applications, such as ) )

. ium. In the geometric model of the domain, even when the num-
development of advanced technologies for nuclear waste man r of waves per unit length is increased, boundary layers are seen

ment, hot dike complgxes in volcgnlc regions for. hea’glng Q ainly near the leading edge of the wavy wali, say, when
ground water, separation process in chemical engineering, e~CO(1) Several authors, such as Rees and P& and Chen
Here stratified porous medium means that the ambient concen : ' g

tion of dissolved constituent and/or ambient temperature is o]v[giiﬂ;ss%lvs?cﬂvtgs g:(éblnear?uE);\lssgn(\)/rég?ounndarl%Ilgxqeratlegnuat;ﬁgs.
uniform and varies as a linear function of vertical distance from Iin th . fluid with P di bg d
the origin. Angirasa et a[6], Rathish Kumar et a[.7], El-Khatib wavy wall in the continuum fluid without any porous media base

and Prasad8], Rathish Kumar and Shalifib], and others ana- on boundary layer assumptions. In these studies authors assume

. - thatx~O(1) so that the boundary layer concept becomes mean-
lyzed the double-diffusion process in a thermal and/or mas‘?19f|u|. Also, for better modeling of the convection process, non-

stratified porous medium by using analytical or numerical techs .
niques. In these studies authors have carried out numeriEa"’frcy laws for momentum equation are found to be more appro-

computations based on full equations. Their results in the form ﬂ?tet') Zﬁ:jatliﬂevxg;glgfg] bﬁlj?nu;? ért] al?ie[jlagrﬁ a[‘; Zﬁg“ﬁlﬁggki

the streamlines, isotherms, and isoconcentration contours depi among others ’ e

the_pre?e?dce Olf bounhdarhy Iay%rs |n"roAV\I/, terprpsrr]ature,darl%%;]onc "We are using boundary layer assumptions to solve the problem
tration fields along the heated wall. Also, Takhar an , . e J :

Tewari and SingH{11], Rees and Laggl2], Rathish Kumar and of non-Darcian, double-diffusive natural convection caused by a

; . .vertical wavy surface in a fluid-saturated semi-infinite porous me-
Singh [13], among others, have studied the natural convecti {um. Non-Darcy terms are used based on the Darcy-extended

process in a thermally stratified porous medium. ; : )
In the present work we aim to solve the problem of nonl_zloré:hbhelr_ner m_gdlel, and the wavy naturhe ththe surface 'Sd.mOd.
Darcian double-diffusive natural convection in a thermal ang . Y Smnusoldal waves. We assume that the porous medium is
ass and thermally stratified. Boundary layer analysis of such a
ot or 1o whorm all g hould be add g thermally stratified model is feasible only at small and moderate
uthor to whom all correspondence shou e addressed. i : H _
Contributed by the Heat Transfer Division of ASME for publication in theg- thermal stratification Ievels_ when the thermal and species buoy
ancy forces are not opposing each otf&f1,22]. In the current

NAL OF HEAT TRANSFER Manuscript received by the Heat Transfer Division March ;
7, 2004; revision received November 20, 2004. Associate Editor: J. N. Chung.  Study we attempt to understand the physics of the problem at
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. with the boundary conditions¥=0, T=1-SX, C=1

v —ScX on Y=0(X)= 2sin(mX—¢)
20 ow
———0, T—0, C—0 asY—» (5)
aY
o(z) = asin (% — ¢) where Q= /(d¥/dX)%+ (d¥/aY)2. The nondimensional vari-
ables are defined as follows:
Y _
X y am N4 t—t. «
Fig. 1 Schematic diagram of the coordinate system with the X= Iz Y= & a= a V=—, T= Lt
boundary conditions a w™ Lo

c= & O 6
=t o (6)

small and moderate thermal stratification levels when the tV‘@ther parameters have their usual meaning as defined in the no-
buoyancy forces are aiding each other. Since similarity argumentenclature.

are not valid in dealing with thermally stratified fluj6,21], we  ysing scale analysis we obtain the following transformation to
employ the local nonsimilarity technique, which has emerged gansform the wavy surface to a flat surface:
an alternate to similarity arguments at mild and moderate stratifi-

cation levels. A wavy-to-flat surface transformation is used that is £=X, Y=E"Ra ¥+ o(X)
derived based on the scale analysis, and the resulting equations — Ral/2¢12

are simplified to boundary layer equations for asymptotically large W=Ra"eH (&)

Rayleigh numbers Ra. Resulting nonsimilar boundary layer equgabstituting(7) into (2)-(5) and in the limiting case Ral, we
tions are solved by an implicit finite difference scheme based @ptain following transformed boundary layer equations:

the Keller box approacfi23]. The sparse linear system resulting

™

et g X . 2 2
from the finite difference analysis is solved in an optimal way o 0°f . agp 0 (0F\° aT _4C
following the Block tri-diagonal solver. Results are presented in (1+07) (97,2+Gr (1+0%) an\an _(977+B an 8)

plots and stream function, temperature, and concentration (1+02) &2T+lfc9T ¢ is i
contours. ¢ a2 2 ap gy 9E oy 0 dn

#C 1 4C (af JC of  of ac)
J

terms of the local and average Nusselt and Sherwood number
of aT of  of &T) (

, , 1+0%) ——+slef —=élel — —+Sc—— — —
2 Mathematical Formulation ( o) 7”2 an ¢ an d¢ an  0& Iy o
As shown in Fig. 1, we consider a vertical wavy surface im- - (10)
mersed in a fluid-saturated porous medium. The surface profilewsith the boundary conditions
the vertical wavy wall is approximated by the sinusoidal waves as f=0, T=1-S& C=1-Sut on n=0 a

y=o(x)=asin

X )
A 1)

wherea, 2¢, and ¢ are the amplitude, wavelength, and phase, ) )
respectively, of the wavy surface. The vertical wavy surface |socal and average Nusselt numbers at a vertical distgnaee
considered at constant temperattijeand at constant mass con-given, respectively, by

1%
%—>O, T—0, C—0 as p—o».

centrationc,, of some constituent in the fluid. Sufficiently far from Nu;
the vertical wall, temperature and concentration are considered as =—T'(£0)(1+02)1? (12)
t. x andc. 4, respectively, whereé., , andc., , are defined as Ra/%1e ¢
dt. ¢(1+aD)T'(X,0
Lex=lootSX,  S=—5~ f — X X
NUm 0 Xl/2
dc., 4 =—¢ (13)
Coo y=CooF ScX, Se=— Ra/2 € —
KOO RSB dx (1+0%)YdX
0

The two-dimensional, steady-state equations under the Boussinesq
approximation and the Darcy-extended Forchheimer assumptid@imilarly, local and average Sherwood numbers at a vertical dis-
can be written as follows in terms of nondimensional variablestance¢ are given, respectively, as
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Sh 3

WZ*C’(S,O)MMTE)”Z (14)
£(1+05)C'(X,00 _ 25
f bvat) dx
s 0 X
R;Y,]z:*f (15) 2

—a—— At & =0 with 200 x 200 grid
—a—— At & =0 with 200 x 300 grid
—>—— At & =0 with 200 x 400 grid
—<—— At & =0 with 200 x 500 grid
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3
The resulting coupled nonlinear and nonsimilar partial differential £
equationg8)—(10) together with the boundary conditiofkl) are b
solved by an implicit finite difference approach given by Keller

and Cebecj23]. At each fixed, the iteration process is repeated 1 : :[A): - ﬁféfgm: 288 iigg 9;:3
to obtain an accuracy of 16°, uiing double-pregision arithmgtic - —— - At§;5 with 200 x 500 grid
thro_u_ghout. For smaller &r(Gr S10),_ n=10 is f_ound to lie j — —e— — At{ =5 with 200 x 600 grid
sufficiently out from the boundary layér.e., the entire boundary 0.5

layer is covered within thig; thickness; and the flow, temperature,
and concentration properties have negligible change for further
increase inxp). For G >10, maximumy length is adequately ot L b L bl
chosen as 30. Detailed investigations are carried out for grid S€a) 0 2 4 6 8 10
lection. A uniform step size of 0.05 is used in thelirection, 0

=< ¢<10 with a logarithmic grid having more concentrated points

toward =0, in the % direction. In Figs. 2a) and 2(b),f values 08
are shown for different grids &=0 andé=5. The computational

grid of size 200>500 for G <10 and of size 2081000 for

Gr*>10 is found to be more than adequate for carrying out the ©-°
detailed simulations.

3 Results and Discussion 0.4

The parameters that influence the double-diffusion natural con- 4
vection process from a vertical wavy surface with the non-Darcian 2

f . e S At & = 0 with 200 x 500 grid
assumptions and with the heat and mass stratification conditionss ™

® —a—— At & =0 with 200 x 750 grid

are as follows:(i) wave amplitudea, (ii) Grashof number G, = .4 —>—— At =0 with 200 x 1000 grid
(iii)y thermal and mass stratification paramete®s and S, re- ———— AtL=0with 200 x 1250 grid
spectively),(iv) Buoyancy ratioB, and(v) Lewis number Le. The 0.2 — —o— — At{=5with 200 x 500 grid

— —a— - At& =5 with 200 x 750 grid
— —>— — At&=5with 200 x 1000 grid
— —— - At§=5with 200 x 1250 grid

influence of all these parameters is analyzed on the flow, tempera
ture, and concentration properties. First, we validated our code by
comparing the obtained local Nusselt and Sherwood number val- 0.1
ues with the similarity solution values of Bejan and Khij at

£=0 for variousB and Le witha=0, Gf*=0, S;=0, Sc=0, ¢

=0 deg. Table 1 shows that the obtained results are in excellen 0 — L —1l ' l
agreement with those reported|[id]. Details of the further study (b) 0 10 n 20 80
are discussed in the following sections.

3.1 Influence of Wave Amplitudea on the Heat and Mass Fig. 2 Grid validation test§ for various grids: (a) with Gr *=0,
Transfer Process. The influence of increasing surface rough{®) With Gr*=1000 and with a=0.2, ¢=0 deg, B=2, Le=1, Sy
ness on the heat and mass transfer process has been analyze?ioogls' and 5¢=0.025
comparing the local and average Nusselt and Sherwood number
plots for varyinga. In Figs. 3(a)and 3(b), local and average

Nusselt number plots are presented for<90a83<0.5 under the  To further analyze the flow, temperature, and concentration

non-Darcian assumption, & 1, with thermal and mass stratifi- variation in the entire region,9¢<10, O<#»<10, f, T, andC
cation conditions S;=0.05 andS.=0.025, and withB=2, Le contours are presented in Figsa#-4(f) corresponding to the
=1, ¢=0 deg. From Fig. 3(a), it can be observed that there jgarameter settinga=0.0,0.5, Gf=1, B=2, Le=1, S$;=0.05,

almost a periodic variation in local Nusselt number. The amplB:=0.025, and$=0 deg. From these contours, one can observe
tude of these wavy curves of local Nu plots increases with ithat the presence of surface roughness brings in a wavy pattern.

creasinga. The magnitude of the local heat transfer rate depenéfor largen, f contours get horizontal with almost zefg gradi-
on the slope of the wavy surface. It is mainly controlled by thents, which depict a flow field with zero component velocity

stream motion induced by the buoyancy force parallel to the s@nd, thus, a reduced flow situation. With an increase in the surface
face. For the portion of the wavy surface parallel to the gravitaoughness, flow is seen to get more intensified. In the correspond-

tional force (i.e., at the trough and crest locations of the waving T contours in Figs. 4(cand 4(d), a plumelike structure with

surface), the heat transfer rate is larger. A fall in local Nu plots izegative temperature values has been noted in the upper-right re-
observed with increasing owing to the presence of the thermalgion for all values of wave amplitude. Temperature and concen-
stratification paramete®;. Figure 3(b)corresponds to the aver- tration values are observed to be larger in the presence of surface

age Nu plots with varying. With increasing surface roughnessoughness.
parameter, a continuous fall in the average Nusselt number has
been observed all along the wavy wall. Similar qualitative varia- 3.2 Influence of Grashof Number G on the Heat and

tions are also observed in local and average Sherwood numbtass Transfer Process. The influence of the presence of iner-
plots. tial forces on the double-diffusive natural convection process has
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Table 1 Comparison of the local Nusselt and Sherwood numbers for £=0, a=0, Gr*=0, S;=0, S-=0

Local Nusselt Number Local Sherwood Number
B| Le ((Ra€)~2Nuy) ((Ra€)-/25he)
Bejan & Khair [2] | Present Work | Bejan & Khair [2] | Present Work

4 1 0.992 0.9922 0.992 0.9922
4] 4 0.798 0.7976 2.055 2.0548
4] 10 0.681 0.6810 3.290 3.2896
4 1100 0.521 0.5209 10.521 10.5191
201 0.769 0.7686 0.769 0.7686
2| 2 0.710 0.7098 1.122 1.1222
2| 4 0.650 0.6495 1.624 1.6243
21 6 0.618 0.6176 2.009 2.0088
2| 8 0.597 0.5970 2.332 2.3324
2| 10 0.582 0.5824 2.617 2.6170
2 | 100 0.490 0.4900 8.424 8.4226
0|1 0.444 0.4439 0.444 0.4439
0| 4 0.444 0.4439 1.019 1.0191
0] 10 0.444 0.4439 1.680 1.6802
0 | 100 0.444 0.4439 5.544 5.5440

been analyzed for a wide range of Grashof numbers @@ sented in Figs. 5(a5(i) corresponding to Gr=0, 1, 1¢ anda
<10, with a=0.2, =0 deg,B=2, Le=1, $;=0.05, andS; =—0-2, #=0 deg,B=2, Le=1, S5;=0.05, andSc=0.025. From
=0.025. The local and average Nusselt number plots showing ¢ f contours in Figs. 5()5(c), it can be observed that the
heat fluxes along the wavy wall are presented in Figs) and almost-zerd ,-gradients region occurs farther away from the ver-
3(d). From Fig. 3(c), it is observed that in the absence of inertiical wall as GF increases, thus depicting a flow intensification
forces(i.e., with G =0), the wavelength of the local heat fluxwith increasing Gf. From the corresponding contours in Figs.
variation is half that of the wavy surface. This is due(tothe 5(d)-5(f), one can observe the presence of a thin thermal bound-
effect of diffusive forceqthe first term in Eq.(8)], whose fre- ary layer for Gf =0, which gets thicker as Grincreases. The
quency is twice that of the wavy surface, dfiigl the alignment of extent of the region covered by the plumelike pattern, occurring in

the buoyancy forces with respect to the solid surface. Cons@a 1o right comer of the considered region, reduces AsiGr
quently, the local maxima of the local heat fluxes occur near the

crests and troughs of the sinusoidal surface, where heat is cofgases: With increasing Gran enhancement in the temperature
vected away from the surface at a higher rate. In the presence2ffl concentration values has been observed.

inertial forces, with Gf #0, in addition to the diffusive forces, the L

centrifugal forcesthe second term in E@8)] are also present and _ 3-3 Influence of Stratification ParametersSy and Sc on

their combined influence again leads to an almost wavy patterntfi Heat and Mass Transfer Process. The effect of increasing
the local heat flux distribution with wavelength half that of théhe thermal stratification level has been analyzed on the double-
wavy surface. From Fig.(8), it can also be noted that there is aiffusive natural convection process for a wide range of thermal
drastic fall in local heat fluxes along the vertical wavy surfacetratification, 0.08;<0.1, a=0.2, G¥ =1, B=2, Le=1, ¢=0

with increasing Gt. For smaller Gt (0<Gr*=<1), influence of deg,S;=0.025. Here it can be noted that fixi®=0 is equiva-
thermal stratification term can be noted in the local heat flugnt to no stratification casé.e., to the isothermal wall cage
curves as local heat transfer reduces significantly with increasiighereasS;=0.1 shows that corresponding to the considered wall
& At larger GF (Gre>1), the stratification term has only a mar-length ¢ (0<¢<10), there is 100% variation in the temperature
ginal influence. At larger Gr, heat fluxes seem to achieve a satuffom T=1 at the lower end§{=0) to T=0 at the upper end(
ration level and there is no further significant reduction in the 10) of the vertical surface. From the local and average Nusselt
local heat fluxes as Grincreases. The average Nusselt numbgiumber plots in Figs. @) and 3(f), one can observe that the local
plot in Fig. 3(d)shows a sharp raise in average heat fluxes aloiggd average heat transfer decreases significantly with an increas-
the wavy surface, for small values of 'GrBut for larger G, ing thermal stratification paramet8¢ . Since at the lower end of
there is only a slight increment in heat fluxes with increasing the vertical wall(i.e., at{=0, due to the boundary conditioh
which implies that the thermal boundary layerhich is thin with = =1—Sr£) wall temperature is always 1, irrespective of the strati-
Gr* =0) gets thicker as Grincreases. Increasing Gishows an fication paramete§;, heat fluxes are equal =0 for all S;.

overall reduction in average heat flux values all along the waJyor all thermal stratification levels, local heat fluxes are seen to
surface. reduce ag increases. Also this reduction in local heat fluxes with

Streamlines, temperature, and concentration contours are pfesecomes more significant with an increment in the thermal
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Fig. 3 Local Nusselt number plots with (&) varying a, (b) varying Gr *, (c¢) varying S and corresponding
average Nusselt number plots are in  (b), (d) and (f), respectively.

stratification parametes; . Both of these effects can be attributedNu plots disappears with increasiSg andé&. The reduction in the
to the reduction in wall temperature specified by the boundagywerage Nusselt number plots in Fidf Bdepicts the increasing
conditionT=1—S;£. Though for theS;=0 case there is no ther- thickness of the thermal boundary layer with increassg

mal stratification, the marginal fall in local Nu plot is due to the Eqr the further investigationg, T, andC contours are traced
presence of mass stratification teBx. The waviness in the local

Journal of Heat Transfer JUNE 2005, Vol. 127 / 641

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.126
10
10
10

8
=
o
<
aolol; S

TN SRS SR
~
>
000
-
,0091\
<
v/
>
S 1 %t
6
> S
205
,%>
40
o\
gy )
/2
“Trg >
T
e S o®
> >
< < <
o >
o
~— >
i‘?
6

ol

\VJ’

>
xq’bﬁ/)
/\
>

—

1

4
~0
e&/
&
2
=

<4
077/‘2) ]
>
&\\1 \<

A

&
°\>

S
%‘és
7
-
&,
§|

4

’ N N A2 S1%- 8, 4
wS Q) A ‘4
AN N NS NN AN A b ﬁ/vme\(\/\/%»/\\/\/oﬂ%//\\)//W o /\%/0.,, />.\,om/o /\/g o
Ny — N — N g B <O . — - 7, _ - e
/\\m/&m\.\/\»\\./)wm& N T % S W/(\.m/&\//u@\”\\m%v. o@/(m%%/\/o@\/\j%
[ —ogy, 0o e ] e L ol R e s
~— 280 I 88y . ! e Y 05505
Sero. 04253 04053 =

| === ETINTAT S Se= ENSES 'RV EECSE Summe See=E — 0810}

O o2} «© M~ © [T} < m «~N — o

3 S

and S.
Transactions of the ASME

1, S;=0.05,

2, Le=1, Gr*

ification values are zero. Whé&s increases above 0.025, a

0 deg, B
can be attributed to the influence of the mass stratification term

isotherms, which are parallel to the vertical wall wheis small,

R

0472

WA T I R

10

n

0.0, (b) a=0.5 with ¢

(a) a

2,

It Wa; ob- slightly shift to the right in the upper region agincreases. This

1, B
with increas- present. Such a shift is not noted when both thermal and mass

0.0, one can see that thestrati

0.0,0.05,0.1.

o
&
K
/

/

890 ————— 4790 — ———— 590
601 0 760t —
e e 0

0.025, andS;

n

f contours for

(=] o ©0 M~ © w

3

— o

Fig. 4

0.025, corresponding T and C contours are in (c) and (d) and in (e) and (f) respectively.

1, $=0 deg, Sc

served from thef contours that the spatial location ef corre-

corresponding to the parameter settirgs 0.2, Gi*
sponding to almost zerb, gradients shift to the left,

Le
ing Sy . In Fig. 6(a)corresponding t&;
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Fig.5 f-contours for (&) Gr*=0, (b) Gr*=1, (¢) Gr*=10% with a=0.2, ¢=0 deg, B=2, Le=1, S;=0.05, and S-=0.025, correspond-
ing T and C contours are in (d)—(f) and in (g)—(i) respectively.

cold region with a plumelike pattern emerges from the upper-right Influence of increasing mass stratification le@glis analyzed
corner of the porous region. It has a zero temperature isotheff 0.0<S.<0.05,a=0.2, =0 deg, Gf =1, B=2, Le=1 and
interface to the positive temperature zone adjacent to the wagy— .05, It was observed from the local and average Nusselt
wall. With increasing value o8y, the cold region with a plume- .\ ,mper biots that an increasing mass stratification level results in
like strugtuLe gets do][mnantlyﬁnlarged, |nd|(_:at|ngha dr%stlc redugyeduction in the heat flux magnitudes along the wavy surface.
tion |tnt eftiat transfer. (ljzorf tthe caSte_ ?'1['];6' w gn the te?' contours have been traced with varyigg, and they depict a
perature of the upper end of the vertical surfage- (0) is zero], reduction in the flow intensities. Interesting features are observed

this thermal plumelike structure starts exactly from the upper-I : P o .
corner and spreads up to the lower-right end thus covering mos? the isotherms shown in Figs(®-6(i). Here the cold regions

the porous region. From the corresponding concentration conto .t_he plumellke pattern,_notec_j at. low Ieyels of concentration
in Figs. 6(d)-6(f) one can note that with an increasing therma§tratification, gradually vanish with increasing levels of concen-
stratification levelS;, the spread of the species dissolved in theration stratification. Isoconcentration contours show a reduction
fluid shifts to the right in the top of the considered porous regioffl the concentration level in the entire region with increastag
Similar features were observed by Angirasa et[éll in their

study of aiding buoyancy forcdge., forB>0 in the presence of 3.4 Influence of Buoyancy RatioB on the Heat and Mass
thermal stratification and witS=0). Transfer Process. Influence of varying buoyancy ratio on heat

Journal of Heat Transfer JUNE 2005, Vol. 127 / 643
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Fig. 6 T contours in (a)—(c) and C contours in (d)—(f) corresponding to S;=0.0, 0.05, 0.1, respectively, with a=0.2, ¢=0 deg,
Gr*=1, B=2, Le=1, and S-=0.025. T contours with varying S, (S=0.0, 0.025, 0.05) are in (g)—(i) with other parameters fixed as
a=0.2, =0 deg, Gr*=1, B=2, Le=1, and S;=0.05.

and mass transfer has been studied by choosisd3€4, a hances the region that corresponds to the Zgrgradients. The
=0.2,$=0 deg, Gf =1, S;=0.05, andS.=0.025. The magni- flow region, which covers almost the entire region Bx0 case,
tude of B indicates the relative strengths of the two buoyargonfines to the regioy<3 for B=4. Isotherms presented in Figs.
forces, namely, concentration and thermal buoyancy forces, a®i@-8(c), corresponding t@®=0, 2, 4, show that the colder re-
its sign indicates the direction of these forces. For the @segion with a plumelike structure in the isotherms increases in size
=0, the flow is driven by the thermal buoyancy alone. In Figsvith increasingB. Here one may also note that no plumelike
7(a) and 7(b), local and average Nusselt number plots are p&iructure is seen wheB=0. Iso-concentration plots show the
sented for B<B<4. It is observed from both the plots that thereduction of species concentration values with increaBing
heat fluxes along the wavy wall are smaller when only thermal
buoyancy forces are presefite., for B=0.) With increasingB, 3.5 Influence of Lewis Number Le on the Heat and Mass
both local and average Nusselt numbers increase along the wavgnsfer Process. To analyze the influence of increasing Lewis
wall. Local heat fluxes become more wavy with increasByg number on the double-diffusive natural convection process, local
which shows that the surface undulations have more influengad average Nusselt and Sherwood number plots are presented in
when the buoyancy ratio is higher. Figs. 7(c)-7(f) for the parameters setting 08%e=<5, a=0.2,

It was observed from the streamlines that increash@n- ¢=0 deg, Gf =1, B=2, $;=0.05, andS;=0.025. From Figs.
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7(c) and 7(e), it can be observed that increasing Le reduces thd-or the further analysis of flow, temperature, and concentration
heat fluxes along the vertical wavy surface, whereas it signifiroperties in the entire region, streamlines, isotherms, and isocon-
cantly enhances the mass fluxes along the wavy surface. The esmtration plots are drawn corresponding to the above-mentioned
erage Nusselt number in Fig(dj decreases while the averageparameter setting. From tHecontours, it was observed that with
Sherwood number in Fig.(7) increases all along the wavy sur-increasing Le, the region that corresponds to the zgrgradients
face with increasing Le.

Journal of Heat Transfer

increases, which supports a reduction in the flow region. Tempera-
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Fig. 8 T contours for (a) B=0, (b) B=2, and (c) B=4 with a=0.2, ¢=0 deg, Gr*=1, Le=1, S;=0.05, and S-=0.025. T contours

in (d)—(f) and C contours in (g)—(i) corresponding to Le =0.05, 1, 5, respectively, with a=0.2, =0 deg, Gr*=1, B=2, S;
=0.05, and S-=0.025.

ture and concentration contours for+6.05, 1, 5 are presented indouble-diffusive natural convection from a wavy vertical wall to a

Figs. 8(d)-8(i). As Le being the ratio of thermal and mass diffuporous media. Results obtained can be summarized as follows:
sivity, an increase in Le shows greater thermal diffusive forces

and a reduction in mass diffusive forces. From the isotherms and® An almost-periodic variation has been observed in the local

isoconcentration plots it is clear that increasing Le diffuses th¢u plots with a wavelengtld in the absence or presence of*Gr
heat in a larger region and confines the diffusion of the species to,

: - ! Increasinga, Gr*, S;, andS; are seen to reduce the local

a smaller region. The plumelike structure covering almost the S average Nu and Sh values, while increairgnhances both.

tire region in the temperature contour corresponding te- Q65 ; .

slowly disappears as Le increases, thus showing an enhancenll'é.reasmg Le reduces the local and average heat transfer and sig-

in the heat transfer. From the concentration contours it is clear thiicantly enhances the mass transfer along the wavy surface.

as Le increases, the concentration of the species decreases and, fodncreasing thermal stratification increasingly limits the region

large Le, becomes almost zero in the entire region. to which heat is spread and the opposite is noted with increasing
. mass stratification.

4 Conclusion * Increasing Gf enhances the meaningful flow region,

The combined influence of mass and thermal stratification tethereas increasingr, Sc, B, and Le are seen to confine this
gether with a non-Darcian assumption, has been analyzed region.
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« IncreasingS; favors the concentration transport to the porouSubscripts

region increasingly farther from the wavy wall, whereas increas-
ing Sc leads to increasing confinement of the concentration spread 'P

region. Increasing both and GI are observed to increa3eand
C values, whereas increasiigis seen to reduce both. Increasing

0,0

ambient points
pressure

evaluated at the wall
evaluated at poink

w
X

Le enhances the temperature and reduces the species concentra-

tion values in the porous region.

Nomenclature

a = dimensional amplitude of the wavy surface
a = nondimensional amplitude of the wavy surface
B = buoyancy ratiq = Be(Cy— C,0)/ Bi(ty—t0)]
¢ = dimensional concentration of the dissolved species
C = nondimensional concentration of the dissolved spe-
cies[ =(C—Cu x)/(Cy—Cw )]
C¢ = dimensionless form drag constddf] used in Gf
expression
D = diffusion coefficient of the species
f = nonsimilar stream functiofEq. (7)]
g = gravitational acceleration
Gr* = modified Grashof numbgr= Kg,Bt(tW—tm,O)K’/vz]
= permeability of the porous medium
K’ = inertia coefficient used in Grexpression € C;K?)
¢ = wavelength parameter of the surface waves
Le = Lewis number € a/D)
Nu = Nusselt number
Ra = modified Rayleigh numbegr=Kgg{(t,,—t. o)/ av]
s. = dimensional mass stratification terrs¢c., ,/dx)
s = dimensional thermal stratification term=@t.. ,/dx)
Sc = nondimensional mass stratification tefm[1/(c,,
—C..9l/(dc..  /dX)}
Sr = nondimensional thermal stratification tefr [ 1/(t,,
~t.0)/(dt. ,/dX)}
Sh = Sherwood number
t = dimensional temperature
T = nondimensional temperatufe= (t—t.. )/ (ty,—t« 0)]
u,v = dimensional velocity components
X,y = dimensional Cartesian coordinates
X,Y = nondimensional Cartesian coordinates
< = almost less than
> = almost greater than

Greek Symbols

a = thermal diffusivity
B. = coefficient of mass expansigr= — (1/p)(dp/dc)p ]
B = coefficient of thermal expansion
[=—(1p)(9pldt)p c]
o = sinusoidal wavy curvgéo(X) =2 sin(@mX—¢)]
& = transformed coordinate variables
_p = fluid density
¥ = dimensional stream function
(u=9W¥/ay,v=—adW/ox) o
¥ = nondimensional stream functiore(¥/ )
v = kinematic viscosity
¢ = phase of the wavy surface
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A Novel Methodology for Thermal

Analysis of a Composite System

Consisting of a Porous Medium
wevimmin | @Nd an Adjacent Fluid Layer

Sung Jin Kim An innovative methodology is presented for the purpose of analyzing fluid flow and heat

transfer in a porousfluid composite system, where the porous medium is assumed to have

Department of Mechanical Enginegring, a periodic structure, i.e., solid and fluid phases repeat themselves in a regular pattern.
Korea Advanced Institute of Science and With the present method, analytical solutions for the velocity and temperature distribu-
Technology, tions are obtained when the distributions in the adjacent fluid layer are allowed to vary in

Taejon, 305-701, Korea the directions both parallel and perpendicular to the interface between the porous me-

dium and the adjacent fluid layer. The analytical solutions are validated by comparing
them with the corresponding numerical solutions for the case of the ideal composite
channel, and with existing experimental data. The present analytical solutions have a
distinctive advantage in that they do not involve any unknown coefficients resulting from
the previous interfacial conditions. Moreover, by comparing interfacial conditions derived
from the present study with the stress- and flux-jump conditions developed by previous
investigators, the unknown coefficients included in the stress- and flux-jump conditions
are analytically determined and are shown to depend on the porosity, the Darcy number
and the pore diametefDOI: 10.1115/1.1863273

1 Introduction Whitaker [10,11] presented a mathematical model for the so-

§ lled (shear) stress-jump condition based on the volume-

rg\g/eraging technique of momentum equations.

~As for thermal interfacial conditions, most conditions found in
e literature are proposed for the one-equation model in analyz-

@g heat transfer through a porous medilB6,12—14]. The one-

géluation model is appropriate under the assumption of local ther-

tions, there have been many attempts to examine fluid-flow am]al equilibrium. When this condition of local thermal equilibrium

heat-transfer characteristics in composite systems. For corret’ from reality, the one-equation mode| needs to be replaced

analysis of fluid flow and heat transfer in composite systems, it the two-equation model, which treats the fluid part and the

position of appropriate conditions at the interface is very impog-OIId part in the porous medium separately. The trend is moving

tant. This is because interfacial conditions significantly affect fin 9ward using the two-equation model because in many practical

solutions for velocity and temperature distributions. For that ref—ngineering applications the fluid temperature deviates greatly

son, many investigators have proposed different types of inter om the_ solid temperature in & porous me“'“’.“- Nevertheless,
rmal interfacial conditions for the two-equation model have

cial conditions between the porous medium and the adjacent fid . :

layer, as summarized and compared in the work of Alazmi arilarely been suggeste_d. Recently, Ochoa-Tapla and Whifalksdr

Vafai [2]. ave done a pioneering work by developing the so-ca(II&nht)_
r{J]ux-Jump conditions which can be used together with the continu-

The study on hydrodynamic interfacial conditions stems fro " ) . :
the work of Beavers and Jose[8]. They performed experiments ous temperature condition over the fluid portion of the interface.

and postulated that there exists a slip in velocity at the interfac!él?vgleve,r’ tthhe S.tresls' andkflux-Jump fcfpr)dlttlons E‘a\kﬂe an ollnthert?m
i.e., the interfacial velocity is not equal to the Darcian velocity ir}. oblem, they INVolve unknown COeticients, which need to be
the porous medium. Neale and Nadét pointed out that the slip itted e_xperlmentz_:llly or numerically. Th.e former involves the
in velocity occurred because Darcy’s law was used inside tﬁgesz-JumE C?fff'c'?nﬁ' anft;l_ Fhﬁt Iatt?lfh'nCIUd?.S tlhe SO'??ﬂed
porous medium. They proposed continuous interfacial conditior'?gun ary neat transier coetlicieiily, . 1nhe practical use of the

for both velocity and shear stress which can be used when géess' and flux-jump conditions has been hampered due to insuf-

A composite system, consisting of a porous medium and
adjacent fluid layer, is used in various engineering applicatio
[1]. For example, a composite system can be found in the follo
ing applications: Drying processes, solid-matrix heat exchange.
electronics cooling, thermal insulation, heat pipes, nuclear re
tors, and porous journal bearings. Due to the numerous appli

Brinkman term is introduced into Darcy’s law. Since then, man icient information on these coefficients. To the authors’ knowl-

: : . : . adge, there are only a few studies dealing with those coefficients,
investigatord5—8| had accepted the use of continuous interfaci . . ) . . .
conditions to analyze fluid flow in composite channels until Nield'c'uding the one in which Ochoa-Tapia and Whitaket] tried

[9] claimed that discontinuity occurs in shear stress at the int S_determlnee using the_ experimental data of Beavers an_d Joseph
face. He claimed that continuity in shear stress is inappropriate % For that reason, in the study of Kuznetsd2], arbitrary

the interface while continuity in velocity is valid there. He pointe@Ues for8 were taken as if5 was an independent parameter,
out that shear stress is continuous over the floidpore)portion  €VeN though it depends on the system characteristics.

of the interface, but that this continuity breaks down over the solid 1€ Purpose of the present paper is to present a novel method

(or matrix) portion of the interface. Recently, Ochoa-Tapia aniP’ @nalyzing fluid flow and heat transfer in a porous—fluid com-
posite system without invoking the above-mentioned unknown

Contributed by the Heat Transfer Division of ASME for publication in teg- coefficients. In the proposed method, velocity and temperature

NAL OF HEAT TRANSFER Manuscript received February 5, 2004; revision receiveti:)mf."eS in the adjacent fluid layer gre allowed tf) vary in the di-
November 19, 2004. Review conducted by: V. Prasad. rections both parallel and perpendicular to the interface between
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Fig. 1 Schematic of a composite system consisting of a porous medium
and an adjacent fluid layer

(8}

the porous medium and the adjacent fluid layer, where solid and2.1 Velocity Distributions
fluid phases repeat themselves in a regular pattern. Analytical so- . . .
Iutionps free fror[r)1 any unknown coefficignts fcr))r velocity anyd tem. 2-1.1 Previous Approach with the Stress-Jump Condition
perature distributions are obtained for a homogeneous porgagle foI_Iowmg equations, Wh'c.h are written in the dlmen5|onl_ess
fluid composite channel. The validity of the analytical solutionf™™ With the parameters defined in EQ), have been used in
obtained from the present method is confirmed both numericaffiy€ious analyses for the porous medium and for the adjacent
and experimentally. An ideal composite channel, which was pridid layer[3-12. -

viously used in the studies of Taylft6]and Richardsofil7], is N the porous mediur(—1<Y<0")

introduced for numerical validation. In addition, the analytical so-

2
lutions are validated by comparing them with the experimental d <U>f_ <U_>f: -1 )
data of Beavers and Jose8]. The interfacial conditions, derived dy? Da
from the continuities of shear stress and heat flux between two
phases of the porous medium and the contacting fluid layer, bear a (U)s=0 3)

favorable comparison with the stress- and flux-jump conditions of . . n

Ochoa-Tapia and Whitak¢i0,15]. Finally, through the compari- i the adjacent fluid laye(0” <Y<3)

son of the proposed interfacial conditions with the stress- and dX(U)

flux-jump conditions, we analytically determine the unknown co- ——=—1 (4)
efficients appearing in the stress- and flux-jump conditions. dy

. . where Da=K/gH2. Also, ();, and ()s denote the volume-
2 Mathematical Formulation averaged values over the fluid phase and the solid phase of the
The problem under consideration in this paper is forced coperous medium, respectively. Similarly) denotes the volume-
vective fluid flow and heat transfer in the composite channel oaveraged value over the adjacent fluid layer. Equati@js4) are
cupied by a porous medium and an adjacent fluid layer. The paveraged in thez-direction, and can be analytically solved by
rous medium is isotropic and homogeneous. In addition, thusing the appropriate interfacial conditions at the porous—fluid
porous medium is assumed to have a periodic structure, i.e.,iitgerface. Several interfacial conditions are already reviewed in
solid and fluid phases repeat themselves in a regular patterntfes Introduction section. Among them, the stress-jump condition
shown in Fig. 1. The fluid is flowing uniformly parallel to thealong with the continuous velocity condition, suggested by
interface between the porous medium and the adjacent fluid lay@choa-Tapia and Whitak¢d0], is given by
(hereafter the porous—fluid interfacim the x-direction. The top

surface of the channey/Es) is insulated, and the bottom surface d<U>f| d<U>\ B
(y=—H) is uniformly heated. In analyzing the problem, the flow av | ara = mui (5)
is assumed to be laminar and both hydrodynamically and ther- y=0" y=ot V&
mally fully developed. All thermo-physical properties are assumed (Uly—o-= (Ul ©)
to be constant. For convenience of mathematical formulation, we fly=0 fly=0"
introduce the following dimensionless parameters: whereU; is the superficial averaged velocity at the porous—fluid
u T-T y interface. The coefficiens appearing in the so-called stress-jump
U= ——m8M8—, =— Y oy=21 (1) condition, Eq.(5), is an unknown coefficient. It should be fitted
Hz( _ i@) q"(H+s) H experimentally or numerically. To overcome the extra work in
g dx Ks determining the unknown coefficient, we propose a method for

. . obtaining an analytical solution for the velocity distribution with-
whereU, u, H, p, ut, 6, T, q", s, andk; are dimensionless ve- 9 y y

) . ; . 1~ out invoking the unknown coefficient.
locity, velocity, height of the porous medium, pressure, fluid vis- 9 . W el

cosity, dimensionless temperature, temperature, uniform heat flux2.1.2 Present Approach.The governing equations for the
thickness of the fluid layer, and fluid conductivity, respectively. porous medium are the same as E@.and (3). On the other
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hand, instead of using E@4), Eq. (7) is used as the governing 4

equation for the adjacent fluid layer in this study. Phase repetition
In the adjacent fluid laye(0"<Y<Y) along the interface solid | fluid| solid |fluid| solid | fluid| solid
U 9?U D D D
S5 t—-gz=-1 @) > «> >
9z aY
i > z
Here we should address the difference between the pres Pl 20 2z

method and the existing methods and the reason why we propt
the present method. Previous investigafdrs 12 used Eqs(2)—
(4) when they tried to analyze fluid flow in the composite syster
with proper interfacial conditions, such as the continuous veloci
and stress conditiong}], and the stress-jump condition with the
continuous velocity conditiofil0]. Many investigators had fre-
quently used the continuous velocity and stress conditions in t p
past, but the stress-jump condition with the continuous veloci

condition has recently been accepted as the most appropriate

terfacial condition. However, the discontinuity in shear stres

across the fluid portion of the interface is not familiar from ¢

viewpoint of classical fluid mechanics. Physically speaking, the @ 7
is no reason why there exists discontinuity in shear stress acri

the fluid portion of the interface. The problem arises due to tt

fact that the governing equation for the adjacent fluid layer, E Interfacial temperature
(4), does not allow a variation in thedirection(direction parallel

to the porous-fluid interface and perpendicular to the flow dire

Interfacial velocity

RS |
[ ]
[ ]
I

tion). In the porous medium, two average values for the veloci 6,
exist(at a fixedy): The average velocity in the solid phase is zerc : o o T
and that in the fluid phase is nonzero. On the other hand, only ¢ 6, [ I | A ]

value for the velocity(at a fixedy) is associated with the one-
dimensional momentum equation, Eg). This mismatch in the
number of dependent variables across the porous—fluid interfe
results in the claim that there exists a discontinuity in shear stre otz
across the interface between the porous medium and the adjac (b)
fluid layer[9]. We are trying to resolve this problem by using the
two-dimensional equation, E@7). With this equation, the veloc- Fig. 2 Distributions of (a) velocity and (b) temperature along
ity in the adjacent fluid layer is allowed to vary in the directionghe porous—fluid interface
both parallel and perpendicular to the porous—fluid interface, i.e.,
the velocity in the adjacent fluid layer is expressed as a function of
y andz. The two-dimensionality allows the velocity at the inter-
face to be zero in the fluid layer contacting the solid phase of the (U)gly—_1=0 (11)
porous medium and to have a finite value in the fluid layer con-
tacting the fluid phase of the porous medium.

When a homogeneous porous—fluid composite channel having Uly-s=0 (12)
a porous medium with periodic structu¢solid and fluid phases
repeating in a regular pattgynis considered, velocity and tem-in addition, at the planes of symmetry, the velocity gradient is
perature distributions along the interface vary periodically, agero.
shown in Fig. 2(a). Along the interface, two representative values
exist: The volume-averaged velocity for the fluid porti@non- JU
zero velocity,U; /¢), and that for the solid portiofzero value). _—
The periodic distribution can be mathematically expressed in JZ
terms of the Fourier cosine series as follows:

_ﬁU

70 74

=0 (13)

Z=L

Here it is noted that another condition is required at the interface
®) since the interfacial velocity); is not known. For mathematical
convenience, the interfacial velocity is treated as a known quantity
. . in this section and will be determined in the following section
whereL is one-half of a period and related to half of the porgsing another condition for shear stress at the fluid portion of the
diameterD,, (the characteristic length of the fluid phase of thgarface. By integrating Ed2) twice with Eqs.(10) and(11), the
porous mediumps velocity distribution for the fluid phase in the porous medium

D becomes

L=o, ©)

- sin(enr) nmwZ
U(Z)|Y:0+—Ui 1+2n§::1 WCO{T

+Da, -—-1sY=<O0

Y Y
The Fourier series not only represent the function on the giveU);=C; cosr(— +C, sinr(—
interval of (—L,L) but also give the periodic extension outside of vDa vDa
this interval. At the interface of the porous medium, the velocity (14)

condition for the fluid portion is
where C,=U;/e—-Da and C,=C; /tanh(1A/Da)
Udly=o-=U;/ 10 A 2=
(Uilv=o-=Ui/e 10 ha/sinh(14Da).

The no-slip conditions are satisfied on the bottom and the upy using the method of separation of variables, &q.is solved
surfaces as follows: with Egs.(8), (12), and(13) as
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1 S U, Note that the temperature for the adjacent fluid layer is expressed
U=-— §Y2+ (57 §) Y+U; as a function ofy andz so that the temperature variation along the
interface of the overlying fluid layer can be accounted for in the
e nm(S—Y) - proposed method. Along the interface, the two representative val-
+2Ui2 C, sinl-( ) 5( ) 0T<Y<S ues are periodically repeated, as shown in Figp)20ne is a
n=1 L L volume-averaged temperature over the solid portion and the other
(15) over the fluid portion along the interface. Using the same ap-
proach adopted above for fluid flow analysis, the interfacial tem-
sin(enar) perature in the adjacent fluid layer is expressed in terms of the
where Cp=———F—. Fourier cosine series as
ent sink(—)

nwS
0(Z)|y=o+r=eTg+(1—&)T5+2(Ty

2.2 Temperature Distributions. A treatment similar to the sin(enr) n
fluid flow analysis is employed for heat transfer in the porous— fTsi)E n—coS( -
fluid composite system. n=1 ™

2.2.1 Previous Approach with the Flux-Jump Conditionds ~ The continuity of temperature across the interface for the two
the governing equations for the porous medium, the two-equatiBH""s_es of the porous medium is expressed, respectively, as fol-
model is used without resorting to the local thermal equilibriurtPWs:

mption. Th - ion model is written in the dimension-
Iaessssufofrtnoas e two-equation model is written in the dimensio () ly—o-= 6, (O)ly—o-=bs (25)

(24)

The boundary conditions on the bottom and upper surfaces are as

d¥(6)s H%h :
—rd<Y>s= —(0)s—(0)), —1=Y=0"  (1g) follows:
- (O)ily=—1=0, (O)dly-1=0 (26)
d2<9>f+ HZth((@) (0))=P(U); —1<Y=<0~ (17) 90
dy? Kte S f f T N =0 (27)
where P=[1/(1+9S)]?1/U,,. Note that the energy balance re- =S
quirement 18] In addition, at the planes of symmetry, the temperature gradient is
zero.
KT _
piCiun(H+s) — = =0 (18) a0 a0
X 2. =3z =0 (28)
g Z=0 J Z=L

is used in reducing the right-hand side of E#7). The volume-
averaged governing equation for heat transfer in the adjacent flgigr a simple mathematical formulation, we introduce the follow-

layer has been used as follos6,12—14]: ing two variabled19],
2 _ _ —
3&<Y'92>f _PU, 0'=Y=S (19) 01= 05— 0r, 0= Ksels+Kiebs (29)
With these two variables, E@16) is rearranged as
Equations(16), (17), and(19) are solved with the following flux- 420
jump conditions, suggested by Ochoa-Tapia and Whitgk®t, _21_ A20,=—P(U); (30)
dy
oy, d(6) .
fe gy =Kt~y —hgeH(6i—0s)  (20)  whereA= JHZhg{(1/Keet 1/ks).
Y=0~ Y=0% Similarly, Eq.(17) is rearranged as
d(0)s d%e
_ = L — . 2
Kse av |, .. hgeH (05— Osi) (21) v —KieP(U); (31)
together with the temperature condition at the interface, Integrating Eqs(30) and(31) subject to Eqs(25) and(26) yields
0;= 0x; (22)

Y
0,=C5cosi{AY)+C,sin(AY)+D; cos)‘( —)

JDa

where 0;;, 65, and 6; are dimensionless interfacial temperature
of the fluid phase in the porous medium, that of the solid phase in
the porous medium and that of the fluid phase in the adjacent fluid Y
layer, respectively. Alsdyg,, , the so-called boundary heat transfer +D,sinff —
coefficient, is an unknown coefficient and needs to be determined \/ﬁ
in advance for closure. To resolve the same issue raised in the

previous section, a method for obtaining an analytical solution for _

the temperature distributions without invoking the unknown coef- & kaDa[ C1 COS}‘(
ficient is proposed in the following section.

+D, (32)

Y

JDa

+CsY+Cs (33)

2.2.2 Present Approach.The governing equations for the
temperature distributions in the porous medium are identical Y¢here
Egs. (16) and (17). Just like in the fluid flow analysis, the two-

dimensional energy equation is employed for the adjacent fluid p =EC _ i+A2 D :EC _ i+/_\2)
layer. gt Da T T2 2 Da ’
320+ >0 PU, 0'sYs=S 23 D Pba
= <Y< =
a2 v =Py (23) AT
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1 ) 1 C3=0si— 0i—D1—D3
D,=|(—D;—Dgz)cosiA)+D;cosh —=| —D,sinh —

JDa JDa Osi— 05
4:m+D4
+D, /sinr(A) Cs=Ksebsi+Krebri + D5
Ce=Ksebs,i + K5 i—kiPDaC,
Ds=kPDal C, cos)‘(i -C, sin?—(— + e c, Finally, analytical solutions for the temperature distributions in
\/ﬁ \/_a 2 the porous medium are obtained as
|
kfex[C3coshAY)+C4sinr(AY)+D1cos?‘(L +Dzsin}‘<L +Dj,
JDa JDa
O kot kre Y LY ) ev? ¢
+k;PDa Clcos}‘(E +CZS|nr<E +T]+C5Y+CG |
_ksex{C:; COSHAY)+C, sinr(AY)+chos>{L +D2sinr< M +D3]
P \pa pa (35)
KsetKre Y Y 2
+kaDa+ Clcosr(\/?a +Czsinf<\/?a +—]+05Y+C6 |

In addition, Eq.(23) is solved with Eqs(24),(27), and(28) by the interface, the continuity of shear stress at the interface between
method of separation of variables to yield the temperature disttire fluid phase of the porous medium and the adjacent fluid layer

bution in the adjacent fluid layer: is expressed as
Y4 (S U\ Y? U, SRS d(U); 1 IDWU
=P - — 4| = | Dy [ = _ =— - dz (37)
=P 24+(2 s) 6 2 1)V Eon dY |,_o- DpJo Yl o,
+(1—¢)0; Substituting Eqs(14) and(15) into Eq. (37) yields the interfacial
velocity as
PULC,— (S nm(s—Y)
i iCripr (STY)COSh = S, B 1 1
+ = a -
“= nm(S—Y) ~ (nm(S-Y) 2 tani(1/yDa) sinh(1/{Da)
+A,cosh ———— | +B,sinh ————— Usi=
L L 1 +e+ 22 sirf(enr)
nmwZ S L& nwS
XCO{%) (36) yDatanh'1/yDa) n=1 enwtan)'(T
(38)
where In a similar manner, continuities of heat flux at the interface be-
L2 tween each of the solid and fluid phases of the porous medium and
B,= _Uicn(_) the adjacent fluid layer are expressed, respectively, as follows:
nw
1 sin(enmr) ~[n@wS fe gy on—_E o fdy v_o+ (39)
A=y | 200 ) T Basinl - -
O k a(6)s 1ka do dz (40)
/s i (=
*dY |, LJp, "dYl,_,

2.3 Determination of Interfacial Velocity and Temperature " . .
So far, we have obtained the analytical solutions for velocity anetPstituting Eqs(34)—(36) into Egs.(39) and (40) yields
temperature profiles with their values at the interface assumed to

be known. In this section, we determine the interfacial values of gfi:w, and gsizw (41)
velocity U; and temperature$;;, 6s;, and 6, by applying the MgNs— MgN¢ msN¢ —M;Ng
matching conditions of shear stress and heat flux at the poroysc o
fluid interface. For this, conditions based on continuities of shear
stress and heat flux across the interface between each phase of the Kee
porous medium and the adjacent fluid are applied. With the two- ms:W set mkfe +ks(1

fe se

dimensional velocity and temperature distributions for the adja-
cent fluid layer employed in the present study, we can obtain the

values of shear stress and heat flux over the fluid and solid por- _8)2 mtan,‘(”_”s)
tions of the interface, separately. Over the fluid portion of the n=1 nm L
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pied by the vertical fins, the numerical simulation of fluid flow
and heat transfer can be easily performed for the ideal composite
channel. The Navier—Stokes and classical energy equations for a
conjugate heat transfer problem are numerically solved based on
the control-volume method for the computational domain, as
shown in Fig. 3. The code used in the present numerical simula-
tion is already verified in Min et a[.21].

For the microchannel heat sink, the porosity, the permeability
and the effective conductivities are represente{18s20]

S ok kemek
_Wc+Wf’ _iv se=(1—8e)kg, fe— €Kt ,

kse
Computational W, W, C= k_ (42)
domain fe

and the product of the interstitial heat transfer coefficient and the
Fig. 3 Schematic diagram of the ideal composite channel wetted area per volume 0]
10k
=2
A Stowg
Kre— tanh(A) Kre| —ki(1 With these parameters for the microchannel structure, the analyti-

. cal solutions for the velocity and temperature distributions are
2 2 sirf(enr) ; ’_( nn-S) obtained for the ideal composite channel. Figure 4 shows the com-
———tan

h (43)

kse
kfe+ kse

mf:

T parison between the analytical solutions generated in this study
and the corresponding numerical solutions for the velocity and
B Us Keo temperature distributions, which are averaged along the
m.=k{(1—¢g)| —P| =+ —= _ z-direction for the purpose of comparison. They are in excellent
127 2 )] Kot kse
fKPDa—Z +D
a_
f \/D_a 5

Kro| AD,+

\/ﬁ) agreement, within 3%. The present approach can be applied to a
porous medium with a regular pattern, such as a porous medium
made of cylinders, which was dealt with in the study of Sahraoui
and Kaviany[22].

Moreover, we also confirm the validity of the present analysis

Kie by comparing the present results with the experimental data of
Ns= Kie+ Keo Kse™ tanr(A) Kse Beavers and JosefiB]. As shown in Fig. 5, the present analysis
accurately predicts the experimental data. In this figure, the quan-
) smz gnﬂ) nwS tity ® was defined in the paper of Beavers and Jo48plas the
—kf82 tan)'( ) fractional increase in mass flow rate through the channel with a
permeable lower wall compared to what it would be if the wall
Kre were impermeable. In their experiments, three kinds of Foametal,
=k Kot tanr(A) kse) having permeability of 15105 6.1x10°° and 12.7
fe ™ Pse x107° (in?), are used. Previously, Ochoa-Tapia and Whitaker
2 S|r?(sn7r [11] also made the comparison between their results and Beavers
+kf82 l‘( ) and Joseph’s experimental data. In their comparison, they fixed
the porosity of the Foametals to be 0.4 since Beavers and Joseph
did not mention the value of porosity used in their experiment. On
n=kel — P(§+ SUfiS) } _ Kte k.l DAL & the other hand, we used the value of porosity ranging from 0.9 to
e 12 2 Kiet Kse sel —4 JDa 0.99 because Foametal typically has porosity higher thaf23.p

In Fig. 5, for the case oK=12.7x10 ° (in?), the analytical
C, results agree closely with the experimental data wherD.99,
+ kaDaF and for the other cases, good agreements between the experimen-

a tal and analytical results are obtained whken0.9. The maximum
As shown in Eq(38) for velocity and Eq.(41) for temperatures, error between the two solutions is found to be smaller than 20%.
the interfacial velocity and temperature distributions based on the
present approach do not involve any unknown coefficients. By
determining the interfacial velocity and temperatures, we finally Determination of the Unknown Coefficients 8 and
have obtained the analytical solutions for velocity and temperatqﬁe
distributions free from any unknown coefficients.

By using the proposed method for analyzing fluid flow and heat
S transfer in the porous—fluid composite system, we have obtained
3 Validation of the Methodology analytical solutions for the velocity and temperature distributions,

To validate the results of the present analysis, we introduce and then validated them numerically and experimentally. The
ideal composite system, as shown in Fig. 3. The ideal composfieesent analytical solutions do not involve any unknown coeffi-
system consists of a porous medium and an overlying fluid layeients, unlike the solutions presented by previous investigators.
The porous medium has the shape of a microchannel heat sitterefore, they can be used to analytically determine the un-
with vertical fins. This composite system was previously studigdown coefficients, such a8 andhg,,, required for the stress-
by Taylor[16]and Richardsopl17]. In the study of Kim and Kim and flux-jump conditions. Analytical expression of the unknown
[20], the fully shrouded microchannel was also treated as a poraegfficients is advantageous because it helps us easily identify the
medium, and they obtained analytical solutions for the velocityarameters involved and determine the relationship among those
and temperature profiles. Due to a well-organized structure ocq@arameters.
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The left-hand side of the stress-jump condition, B, is the
average shear stress just below the interface contacting the liqu

portion of the porous medium minus the average shear stress ex-

ert_ed on th_e adjacent fluid just above the interfatieided by the

fluid viscosity). This quantity is proportional to the average shear
stress exerted on the adjacent fluid by the contacting solid phase

of the porous medium along the interface. From the definition of

the averaging quantities and using Eg§7), the left hand side of
Eq. (5) can be expressed as

d(U)4| d(U)| 1[ (P au
- =— (1-e)—| dz
dY |, dY|,_o Dyl Jo Y|,y
+JDP/E N dz} (44)
i
Dp MNly_o+

By employing the analytical solution for velocity, E(¢L5), the
following interfacial condition for shear stress is obtained

654 / Vol. 127, JUNE 2005

Fig.

Fig. 5 Comparison between the analytical results of the

present study and the experimental data of Beavers and Jo-
seph [3]

d(u)

_dw)
dy |

sir’(enr)
dy |

enmtani(enwS/Dp)

.
)

y=0~ y=0*

(45)

Comparing Egs(5) and (45) yields the unknown coefficieng
explicitly as

0

)

The coefficients depends on the porosity, the Darcy number, the
pore diameter and the thickness of the adjacent fluid layer. When
the condition ofS>D,, is satisfied for the composite chanfél,

we have tanh(enS/D,)~1. For Foametal used in Beavers and
Joseph's experimen{8], we also have gDa/D,~0.5. When

2\/sD sinf(enr)

1 enmtani(enmS/D )

(46)

these conditions are met, the variation ®fwith respect toe is
plotted in Fig. 6. This figure shows that the valuefis negative
and on the order of one. This trend fBrconfirms what Ochoa-
Tapia and Whitaker10] predicted earlier: thaB is on the order of
one and either positive or negative. In another study of thaits
they determined the values @ using the experimental data of
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6 Variation of B with respectto ¢ for the case of S>D
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Fig. 7 Variation of Nu ; with respect to & for the case of

s>D,

shown in Fig. 7. This figure shows that as the porosity increases,
the interfacial Nusselt number increases from 0 until it attains a

maximum value and decreases to 0. This is physically reasonable
because the interfacial Nusselt number should be zero when the
porosity is 0 and 1.

5 Conclusion

This paper presents a novel method for analyzing fluid flow and
heat transfer in a porous—fluid composite system, where the po-
rous medium has a periodic structure, i.e., solid and fluid phases
repeat themselves in a regular pattern. By using the present
method, analytical solutions for the velocity and temperature dis-
tributions are obtained when velocity and temperature are allowed
to vary in the adjacent fluid layer in the directions parallel and
perpendicular to the porous—fluid interface. The analytical solu-
tions are validated by comparing them with the corresponding
numerical solutions for the case of the ideal composite channel,
and with the experimental data of Beaver and Joseph. The present
analytical solutions have a distinctive advantage in that they do
not involve any unknown coefficients. Moreover, by comparing
the present interfacial conditions to the stress- and flux-jump con-
ditions developed by Ochoa-Tapia and Whitaker, the unknown
coefficients and h;, which always accompany the stress- and

Beavers and Joseph. In their paper, the rangg isffound to be flux-jump conditions, have been explicitly determined. It is also
from —1.0 to 1.47 when the porosity is arbitrarily assigned to behown that these unknown coefficients depend on the porosity, the

0.4 for Foametal and Aloxite.

Darcy number and the pore diameter.

Similarly, interfacial conditions for heat transfer analysis are

derived by rearranging Eq&39) and(40) in the form of the flux-
jump conditions, and then by inserting the analytical solutions for
the temperature distributions, Eq84)—(36), into Eqgs.(39) and
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ko X0 L — (0 0s)hiH  (47)
Y |, edY |, U Nomenclature
A = dimensionless quantity defined in EO)
se% =kf(1—8)% +(0;— 05)hiH (48) ¢ = specific heat of fluidJkg * K]
Y=0- y=0+ Da = Darcy number, KéH?

whereh, is defined as the product of the interfacial heat transfer dp = pore diametefm] )
coefficient and the interfacial area per unit volume at the interface. Dp = dimensioniess pore diameter o

The present interfacial conditions, Eqg4.7) and (48) contain h = product of interstitial heat transfer coefficient and
similarities to the flux-jump conditions of Ochoa-Tapia and Whi- wetted area per volumgvm K]
taker [15], Egs.(20) and (21). Both sets of equations contain ~ H = thickness of the porous mediufm] ,
potentially identical convective terms between solid and fluid L = dimensionless quantity f9r1 one half of a period
phases along the interface. However, it is worth mentioning that K = thermal c_qndugtlwt){Wm K™
there exists a distinctive difference between the present interfacial K = permeabilitym?] ]
conditions and the flux-jump conditions. In terms of the normal NU = Nusselt Number defined in E¢50)
conduction from the porous medium into the adjacent fluid layer, P = pressurg¢Pa] ) ] ]
the present conditions include the terms representing normal dif- P = dmensmnless_guantlty defined in EG.7)
fusive heat flux from each phase of the porous medium to the d” = heat flux (W m™] . _
adjacent fluid layer. On the other hand, only normal conduction S = thickness of the overlying fluid spa¢m]
from the solid phase of the porous medium to the adjacent fluid S = dimensionless thickness of the fluid spaces(H)
layer is considered in Ochoa-Tapia and Whitaker’s flux-jump con- T = temperatur¢K]
ditions. u = velocity [m/s]

The interfacial heat transfer coefficient is determined analyti- U = dimensionless velocity .
cally: w; = width of fin in the ideal composite channeh]

w, = channel width between two fins in the ideal compos-
= [k 2 sird(enm) enmS ite channe[m]
hi=2>, {g o tanl-( D ) (49) Y = dimensionless vertical coordinate
n=t P P Z = dimensionless horizontal coordinate

From the definition of the Nusselt number, the dimensionless i@’reek
terfacial heat transfer coefficient is simply expressed as

symbols

. B = stress-jump coefficient
(hiH)D, 2¢ sirf(enr) enmwS e = porosity
u=—r—"=> tan (50) u = viscosity[Pas]
kf n=1 nmT Dp R _
0 = dimensionless temperature
Equation(50) shows that the interfacial Nusselt number depends p = density[kg m~3]
on the porosity, the pore diameter and the thickness of the adja- () = spatial volume-averaged value
cent fluid layer. Under the condition th&>D, the variation of ( )+ = volume-averaged value over the fluid phase
the interfacial Nusselt number with respect to the porosity is ()s = volume-averaged value over the solid phase
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Thermal Contact Conductance Across Wwith materials such as lead, tin, and indium. Antonetti and Yo-
vanovich[6] gave a thermomechanical model according to which

Gold-Coated OFHC Copper the thermal contact conductance across metallic coated contacts
i i H depends on the effective hardness and thermal conductivity ratio
Contacts in Different Media of that substrate-layer combination. When operated in a gaseous
media, the conductance of the junction is a combination of two
Bapurao Kshirsagar, Prashant Misra ctors:the sl sl jin:condiciance arel thegap conductace
Nagaraju Jampana, and M V. K_”Shna_Murthy hances the conductance of gap and, hence, the overall thermal
Department of Instrumentation, Indian Institute of contact conductance of the junction. The gap conductance de-
Science, Banglaore-560012, India pends mainly on the interstitial gas properties. Spagand He-
gazy[8] studied the gap conductance i NAr and He environ-
ments across nickel and stainless steel contacts. Yovanovich et al.

The thermal contact conductance studies across gold-coat[egé developed a sophisticated statistical mofelintegral model

. L redict thermal gap conductance between conforming rough
oxygen-free. high-conductivity copper contacts havg been COﬁ'r?aces which Wag Igter presented in a simplified form k?y Sor?g
duc_ted at _dn‘ferent contact pressures in vacuum, nitrogen, aﬁ]. Recéntly Bahrami et a[10] gave a new gap conductance
Gaciance IncTeases ot oy wilh the incroase in contact presI2CEl WHich agrees well with the integral model s vellas with
but also with the increase in thermal conductivity of interstitialf ?rﬁg%eg.'glicflo??ﬁz Ofressc()erlri?;]ir?\?gs;' ea?ti&z)zrg?s].to studv the varia-
medium. The experimental data are found to be in good agreemttelgt ) P g y
with the literature. [DOI: 10.1115/1.1865215

n in thermal contact conductance with contact pressure across
gold-coated oxygen-free high-conductivi(@FHC) copper con-
tacts in different environments. Gold possesses a reasonably high
value of thermal conductivity. It is a relatively softer material than

1 Introduction copper and presents a stiff resistance to oxidation in normal con-

When two similar or dissimilar solids are brought into physicafitions.
contact in order to transmit heat, the thermal contact conductance
or the heat transfer coefficient for the junction is definechas . .
=QI/A,AT. The magnitude of contact conductance is a functiod EXperimentation

of various parameters, including the thermophysical and mechani-a detailed description of the test setup can be found elsewhere
cal properties of the materials, characteristics of_ the qqntacti[lgl]_ The specimens are prepared from a single OFHC copper bar
surfaces, presence of gaseous or nongaseous interstitial me@aensure identical material properties. The specimens are ma-
contact pressure actlng on the ]UnCthﬂ, and mean junctlon temﬂned to a Cy|indrica| Shape having 25 mmdiam and 25 mm
perature. ) ) o ~ length. For placing thermocouples, three holes are drilled into
A majority of the contact resistance information is determineglach specimen along the radial direction to a depth of 12.5 mm
experimentally in order to provide a measure of the thermal pgfom the curved surfacép to the axis). The end surfaces of the
formance of a specific configuration or system for a particuljpecimens are polished with fine-grit emery paper. Care has been
application. The thermal resistance at the interface can often lagflen to minimize the convexity while polishing the surface. A
to thermally induced failure of a component or a system as hgsir of such prepared samples is coated withgh2thick gold by
been frequently observed in the case of electronic systems. In fagk thermal evaporation technique. The surface characteristics of
techniques for enhancement of thermal performance of contagigse gold-coated specimens are measured using the Form Taly-
are continuously being researched to overcome some of the chgrf (Taylor Hobson, UK. The surface microhardness measure-
lenging thermal problems posed by the progressive miniaturizgrents are made with the help of a Vicker's microhardness tester
tion of electronic components and systems. Use of soft surfagemyv 2000 Shimadzu The obtained values are given in Table 1.
coatings is one such technique that has been suggested for betigieriments are conducted on gold-coated OFHC copper contacts
thermal management in electronits 2]. Chung[3] studied the in vacuum, nitrogen, and helium environmefgas pressure at 1.5
variation of contact resistance with indium, lead, and aluminumar), at a fixed heat flow rate of 50 W. The detailed measurement
coatings on metals. Fletcher et d4] used both the vapor- procedure is given ifill]. The maximum uncertainty in the mea-

deposited silver and electroplated silver coatings between t§igrement of thermal contact conductance is approximateiys.
electronic components for the enhancement of thermal contact

conductance. Kang et db] experimentally studied the enhance-
ment in contact conductance across aluminum contacts coated Results and Discussion

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF Variation in thermal contact conductance across gold-coated

HEAT TRANSFER Manuscript received March 3, 2004; revision received Decembdé? FHC copper contacts With contact pressure in vacuum, nitr099n7
20, 2004. Review conducted by: S. V. Garimella. and helium environments is shown in Fig. 1. The experimental
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Table 1 Properties of contact materials and media

1
-1 _ — 9
Surface roughness Surface micohardness erfc™*(x)= 107"=x=<0.02

. 0.218+0.735%17
measurements measurements Thermal properties L . )
Koo o382 Wim K Now the overall joint conductance is given by

0=0.167 um H=1386 MPa Kgo1g=297 W/m K h'=h'+h’
m=0.003 H’=1290 MPa Kg 1e=0.17 W/m K J c g

kg n2=0.03W/mK  The required gas properties and constants are taken[ff®inThe
values of TAC for He-Au and M Au combinations are found to
be 0.32 and 0.76, respectively. These values are in good agree-
ment with those calculated by other researchers, tabulateldtin

data are compared to theoretical values calculated using the fbie overall joint conductance is found to be high in both He and

lowing models. According to Yovanovidi 2], for clean metallic N, environments that are in vacuum beeause _of t_he addition of
contacts in vacuum gap conductance. The gap conductance in He is higher compared

\ to that of N, as the thermal conductivity of H®.17 W/m K)is
0-95 higher than that of M (0.03 W/mK). The experimental data in
hc:1'25k5( ;)(ﬁ vacuum is in very good agreement with the theoretical model,
’ whereas in the case of nitrogen and helium, the deviation between

The thermomechanical model by Antonetti et[&l] predicts the ihe model values and the experimental values is marginal.
thermal contact conductance across coated contacts as

h, [ H %% 4 Conclusion
el W) Variation of thermal joint conductance with contact pressure
. . ) studies across gold-coated OFHC Cu contacts in vacuum, He, and
The value of theC is obtained to be 1.53 from the tables given by, environments revealed that the higher thermal conductivity

Antonetti [13]. _ _ ) media contributes more in the transfer of heat across the intersti-
The gap conductance in gaseous environments is Calcmatedtﬁﬂ'gaps and, consequently, enhances the overall thermal contact
cording to the model by Bahrami et 4l0] as conductance of the joint.
h! = Ky Nomenclature
9 . 2P
M+ \2a] erfc o A = area of contact, m
C = constriction parameter correction factor
where erfc’? = inverse complementary error function
H = Vickers microhardness, MPa
_[ﬂ: i A H' = effective microhardness of soft layer on harder sub-
TAC J\1+y/Pr strate, MPa
and h = thermal contact conductance, Wik
k = thermal conductivity, W/m K
Ts—273 Mg M = gas parameter, m
TAC=expg —0.5 573 " My = molecular weight of gas
6.8+My Ms = molecular weight of solid
2.44 T, 273 M* — M for monetomle gases
——11—exp —0.57 —(55— 9 1.4M for diatomic/polyatomic gases
(1+p)? 273 ) )
M = combined average asperity slope (/m21+ mzz)
The value of erfct is approximated as P = apparent contact pressure, MPa
Pr = Prandtl number
Q = heat flow rate, W
100 : T = temperature, K
gy 'Ex ' ' ' ' TAC = thermal accommodation coefficient
obk .2 Vacoum }rnzgry] i AT = interface temperature drop, K
. I | ® Nitrogen [Expt] 0 = combined rms roughness, m,:(\/crzﬁ 022)
& 80 | ----Nitrogen [Theory] a uw = =My/M
E A Helium [Expt] - —o e s .
2 ;| | ——Hetium [Theory) e ] v = ratio of gas specific heats
§ PPt . A = mean-free path, m
& or - . ] Superscripts.
§ 50 - ) In general, primg’) indicates the layer/coating.
5 A -7 . ; .
S PPt RSN Subscripts.
g 40r Pt . E
8 -7 R Lt a = apparent
S »r o 1 ¢ = contact
g 2 ] g = gas
2 o Gontact Material : Au coated-OFHC Cu j = jointfcombined
L O Heat Flow Rate : 50 W i s = solid
1 B Gas Pressure  : 1.5 bar
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On Electrokinetic Mass Transport in a field because the electrical conductivity of electrolytes is depen-

. . . dent on temperature. Otherwise, the conservation of electric
Microchannel With Joule Heating charges will be violated.
Effects In this study, an attempt is made to numerically analyze the
electrokinetic mass transport in a microchannel under Joule heat-
ing effects with consideration of a nonuniform electric field in the
G.Y. Tang and C Yangl model development. Specifically, the Crank-Nicolson scheme is
e-mail: mcyang@n'.[u edu.sg used to minimize the numerical pseudo diffusion.

H. Q. Gong, C. J. Chai, and Y. C. Lam 2 Mathematical Modeling

2.1 Governing Equations. Consider electrokinetic trans-
School of Mechanical and Production Engineering, port of sample species between two reservoirs through a cylindri-

; ; ; ; ; al microcapillary (with inner radiusR, wall thicknessA, and
ggggggg Technological University, Republic of Slngapor%ngth L as shown in Fig. 1filled with an electrolyte solution.

Such an electrokinetic transport process is governed by the gen-
eral mass transport equation, which can be formulatd® .83

9Cs

o

. . . I dCs dCs
This study presents a numerical analysis of electrokinetic mass +(UHUgp) — +(v+0ep)
transport in a microchannel with Joule heating effects. A nonuni- ot 0z
form electric field caused by the presence of the Joule heating is
. . . . 19 aCql  d JCs
considered in the model development. Numerical computations for =——|rD(T) +—|D(T) (1)
electrokinetic mass transport under Joule heating effects are car- ror ar ] 9z 9z

ried out using the Crank-Nicolson scheme of second-order acgijnere C, is the sample concentratio®.(T)=D(1+0.025AT)

racy in space and time for two different cases: (i) the translating the temperature-dependent mass diffusivity, p= Ugpo(1

interface and (ii) the dispersion of a finite sample plug. The simu: g 03AT) andv ¢p=v (1 +0.03AT) are the electrophoretic ve-

lations reveal that the presence of Joule heating not only causggity components along the axial and radial direction, respec-

the sample species to transport faster, but also causes the samglgly. The subscript 0 denotes the parameters at room temperature

peak to decrease and the sample band to deviate from its flabg k) unless otherwise specified.andv are the EOF velocity

interface or pluglike shape[DOI: 10.1115/1.1865216 components along the capillary axial and radial direction, respec-
tively.

L i According to Tang et a[.8], the time scale for the EOF to reach

Keywords: Electrokinetic Mass Transport, Joule Heating, Crankis steady state in a capillary is much smaller when compared to

Nicolson Scheme the characteristic time for sample transport and separation in cap-
illary electrophoresis systems. Hence, the EOF is considered to be
steady state and is governed by the modified Navier-Stokes equa-

tions as

1 Introduction 1

Electrokinetic mass transport has found applications in capil- —i(rv)+ &—u=0 (2a)
lary electrophoresis systems used for chemical analysis and bio- ror oz
medical diagnosis. Electrokinetic transport of sample species ex- au au ap 109 au ou
ploits the phenomena of electroosmosis and electrophoresisp( v—+u —) =——+- —[r,u,(T) — |+ = (M) =
Electroosmosis refers to the bulk movement of an aqueous solu- 9z 9zt Jr ar] oz 9z
tion adjacent to a charged solid surface due to an applied electric Y
field. Electrophoresis refers to the migration of charged particles —pe(— —) (2b)
in an electrolyte under the influence of an applied electric field 9z Jz
(1] . _ ( v av) p 9 [M(T) arv)] 9 v

Numerous studies have been reported on the electroosmotip| v —+u—|=——+ —|—— +— | w(T)—
flow (EOF) and electrokinetic mass transport in various micro- roooz grar| r o ar 9z 9z
channels[2-5], and the flat EOF velocity profiles and pluglike Y
sample band shape are usually obtained in these studies in which —pe(— + —) (2c)
Joule heating effects are neglected. However, Joule heating is gen- or or

erated when an electric field is applied across conductive liquidghere p is the electrolyte densityp is the hydrostatic pressure,
Such Joule heating can induce a temperature field that would hayer) = (2.761/16)e"% s the electrolyte viscosity, is the lo-

an impact on the EOF and sample transport. Previous sti&liEs cal net charge density due to the electric double [AZBL). In

have demonstrated that the Joule heating effects can result in gy study, the electrical potential is assumed to be decoupled as a
column separation efficiency and may lead to the decompositighear superposition of the EDL potentigd and the nonuniform

of thermally labile samples and the formation of gas bubblegpplied electrical potentiap, governed by the Poisson-Boltzmann
Recently, Joule heating and its effects on the transient and steaghid the Laplace equations, respectiviy,

state EOF and the sample species transport were numerically ex-

amined using the power-law scherf®&9], which suffers the so- 1 J T Iy T 9| pe_20€ng [oey
called numerical pseudo diffusion due to very low massr gr re(T) ar e(T) 9z €0 o €0 sin Ko T
diffusivity of sample speciefl0]. Furthermore, a constant applied (3a)
electric field was assumed in existing studies. This assumption is
not valid in the presence of the Joule heating induced temperature

J
+ —

de
r)\(T) (9—r

ror =0 (30)

+ 2 hmZ
Jz ()(92

Corresponding author. . . L
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF where kb is the Boltzmann constan, IS the bulk ionic number

HEAT TRANSFER Manuscript received May 1, 2004; revision received December Qoncentr?‘tipn of the eleCtmlytle'x is the valence of the iong, is
2004. Review conducted by: S. G. Kandlikar. the permittivity of vacuum. is the fundamental charge,(T)
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- ’ Inlet (z=0): T=Ty =0 2=0 =0 o=
) nlet (z=0): T=To §=0 —=0 —=0 ¢=¢,
< Case IC=1.0 Case IC,=0.0 (5b)
o o <9T_ 81/;_ (9u_ &v_ _
. s — e T % Outlet (z=L): —-=0 ——=0 — =0 —=0 ¢=g,
= =
H S g
E: 31— 9Cs
. / / . oz © %)
Channel Sillica Wall T Ay Jdu
@ i | @, Symmetry centerling(r =0): E:O WZO ﬁ—r:o
Fig. 1 Schematic of a circular microcapillary and the cylindri- v=0 ‘9_"0 =0 9Cs =0 (5d)
cal coordinate system ar ar
Capillary wall (r=R): _kSW =h(T-T;) ¥=¢
r=R+A
=305.7¢ 219 is the electrolyte dielectric constant, andT)
=\, n,+N\_n_ is electrical conductivity of the electrolyte. Fur- u=0 v=0 Ie -0 ‘9_Cs -0 (5e)
thermore\ , (_y=\, (_yo+0.025\, (_)oAT are the ionic conduc- or ar

tivities of the cations and anions, respectivejy. and _ are the
local mole concentration of the cations and anions, respective‘[f\';}i'
and are given by the Boltzmann distributiph.

Following the analysis of Tang et 48], the Joule heating in-
duced temperature field of the electrolyte in a capillary is de- .
scribed by the steady-state energy equation as 3 Numerical Method
Since the governing equations for the EOF velocity figtd,.

ereh is the heat transfer coefficient outside the capillary wall
, Tt is the thermostat temperature, ahib the zeta potential of
the capillary wall.

pC (v ﬂ+uﬂ) - li rk,(T)ﬂ + 2 k|(T)£ (2)), the EDL and applied electrical potential distributidisgs.
P\™ or 0z ror ar| oz Jz (3a) and(3b)) and the Joule heating induced temperature fields in
2 2 the electrolyte solution and the capillary wéllgs.(4a) and(4b))
+\(T) (8_@) +(’9_‘P) (4a) e coupled together through the temperature-dependent param-
ar Jz eters, they have to be simultaneously solved. Afterward, the con-

h d k(T h ific h . d hcentration distributions of sample species for two cases can be
where ¢, and k(T) are the specific heat capacity and thgq nq by numerically solving Eq1). The finite volume method
tempgrature-dependent thermal conductlvn_y of the e[ectrolyte, ®VM) based numerical method is used to solve these governing
spectively. Since the temperature at the inner capillary wall I, ~tiong11]. The Crank-Nicolson schen{d2] is used to dis-
unknown, & conjugated heat conduction equation in the caplllag etize the differential equations. Such a scheme, using the aver-

wall is considered as age variable value at current time+1) and previous timét), is
19 oT P oT a second-order scheme in both time and space, expressed by
—_— — )+ — —_— =
ror|’ S&r) az( Sdz) () N w L[[o® b
| y . | Pha- =3 5x)  *lox ©)
wherek; is the thermal conductivity of the capillary. By referring t+1 t

to commercially available capillary electrophoresis systems, Wghere X denotes the general coordinate of the control volume
assume the microcapillary is cooled in a thermofaf |. (i.e.,r, ). Our study shows that due to very low mass diffusivity
Two cases are con- °f sample s_pecies, use of a hig_h-order numerical scheme is nec-
ssary to simulate electrokinetic mass transport so that the so-
lled numerical pseudo diffusion can be minimiz&a].

2.2 Initial and Boundary Conditions.
sidered for electrokinetic mass transport: in Case I, the sam{®
species is continuously supplied from the inlet reservoir, nameh?
the translating interface; and Case Il considers a finite length plug
of sample species that is injected from the inlet and then flos Results and Discussion

down the channel, namely, the dispersion of a finite sample plug.|, calculation, a 0.1 M NaCl electrolyte is used and the capil-
Both cases are usually encountered in the sample loading 486 zeta potential ig=—50 mV. A fluorescein dye is chosen as
separation processes of the capillary electrophoresis systems @i sample species, and its mass diffusivity and electrophoretic
the corresponding initial and boundary conditions are mobility are Dy=4.37x10"°m%s and fhop=2.04

x10"8m?/Vs (at 298 K), respectively[13]. The capillary is

made from silica glass with dimensiond=50mm, R

C.=1.0 (z=<0.02L) =100um, andA=70 um (Polymicro Technologies, USAThe

C.=0.0 (z>0.02L) (5a) computation domain fc_Jr the Joule heating mduc_ed temperature

field includes both the inner channel and the capillary wall.

It should be noted that in Case I, the plug length of the injected For Case |, the translating interface, the computed sample con-

sample is arbitrarily chosen as 2% of the capillary length in Egentration distributions are shown in Figa2 for axial variation

(5a). The choice of such an initial condition is solely to facilitatef the cross-sectional average of the sample concentration and

numerical computations. Strictly speaking, the more rigorous offiég. 2(b) for time evolution of the sample concentration distribu-

is Cs=(ms/A) 5(z) (heremg is the sample masg,is the capillary tions. Without the Joule heating effects, the sample concentration

cross-sectional area, adfz) is the mathematical Dirac functipn exhibits a flat interface as shown in Figb2 In the presence of
For t>0, the boundary conditions for all governing equationdoule heating, it can be seen from Fig$a)2and 2(b)that the

are sample transports much faster due to an increase of the EOF ve-

The initial conditions(t=0) Case IC;=0.0

Case II{
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Fig. 3 Simulation results of the sample concentration distribu-
Fig. 2 Simulation results of the sample concentration distribu- tions for Case Il, the dispersion of a finite sample plug with /
tions for Case |, the translating interface with  /without Joule without Joule heating effects: (&) axial variation of the cross-
heating effects: (a) axial variation of the cross-sectional aver- sectional average of the sample concentration and (b) time
age of the sample concentration and  (b) time evolution of the evolution of the sample concentration distributions

sample concentration distributions

under the Joule heating effects for two cas@sthe translating
locity. In addition, as the sample electrophoresis mobility ininterface andii) the dispersion of a finite sample plug. The simu-
creases with increasing temperature, the radial temperature valigions reveal that the presence of Joule heating can result in sig-
tion gives rise to a change of the sample axial electrophoresisicantly different characteristics of the electrokinetic mass trans-
mobility along the radial direction and, hence, distorts the tranpert in microchannels. It not only causes the sample species to
lating interface as shown in Fig(ld. transport faster, but also makes the sample peak decrease and the
The simulation results of Case I, the dispersion of a finiteample band deviate from its flat interface or pluglike shape.
sample plug, are presented in Figagfor axial variation of the
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Thermal Resistance of Nanowire-Plane acteristics of field-effect transistors that employ carbon nanotubes

[1,2]and silicon nanowiref3]. Many of the projected benefits of
Interfaces such devices rely on the absence or substantial reduction of elec-
tron scattering within the materials as compared to bulk devices.
Given the strong temperature dependence of many electron-

V. Bahadur scattering processéd], the operational temperature of these de-
Student Mem. ASME vices is expected to be important. Consequently, an understanding
of thermal transport mechanisms within nanowires and nanotubes
J. Xu and at their interfaces with other materials will be critical.
Significant prior research has attempted to characterize thermal
Student Mem. ASME conduction in nanotubes and nanowires, and it has been found that
. at such length scales, the mean-free path of energy carriers can
Y. Liu exceed the characteristic lengths of a given geoniéilyAlong-
Student Mem. ASME side progress in experimental studj€3, heat transfer in nanow-
ires and nanotubes has been modeled using phonon transport
T. S. Fishert theory. Molecular dynamics simulation is a powerful tool to cal-
Mem. ASME cula_te thermal conductan(_:e and phonon scattering by time inte-
: . gration of Newton’s equations of motion for an ensemble of at-
e-mail: tsfisher@purdue.edu oms. Molecular dynamics simulations can accurately account for
various anharmonic empirical potentials through which atoms in-
School of Mechanical Engineering and Birck teract[5]. Recently, the transmission-function approach has been
Nanotechnology Center, used to study phonon transport and is well suited for cases involv-

. . ing ballistic or semiballistic phonon floy].

Purdue University, gNo prior work has explic?tly considered the interfacial resis-

West Lafayette, IN 47907 tance between a nanowire and a planar substrate. The results of
the present work are expected to provide an approximation for
interfacial resistance based on a combination of an established

This paper employs continuum principles combined with van dépntinuum model and van der Waals force interactions for the

Waals theory to estimate the thermal contact resistance betwestpject geometry. More rigorous approaches, such as those based

nanowires and planar substrates. This resistance is modeled usRfty molecular dynamicge.g.,[8]), have not yet developed to the

elastic deformation theory and thermal resistance relations. TH@Int of resolving the degrees of freedom and geometric complex-

contact force between a nanowire and substrate is obtaindy Of interest here, yet we anticipate that the present results will

through a calculation of the van der Waals interaction energ§ventually provide a basis of comparison for such models as they

between the two. The model estimates numerical values of cégvelop.

striction and gap resistances for several nanowire-substrate com-

binations with water and air as the surrounding media. The total

interface resistance is almost equal to the gap resistance when the

surrounding medium has a high thermal conductivity. For a lowana|ysis

conductivity medium, the interface resistance is dominated by the ) . . .

constriction resistance, which itself depends significantly on nano- 1 Ne nanowire-substrate system is modeled as a circular cylinder

wire and substrate conductivities. A trend observed in all calc¥ing on an infinite substrate. The contacting surfaces are assumed

lations is that the interface resistance increases with small&p be perfectly smooth; therefore, the nanowire-substrate separa-

nanowires, showing that interface resistance will be a significalien 1S taken as the sum of van der Waals radii of nanowire and

parameter in the design and performance of nanoelectronic deJbstrate atoms. These radii are typically a few angstroms, and at
vices. [DOI: 10.1115/1.1865217 such length scales, the contact force between the nanowire and

substrate is dominated by van der Waals interacti@s The
. . ... self-weight of the nanowire can be neglected, as shown later b
Keywords: Thermal Contact Resistance, Nanowire, Constrictiofy, o relagt;ive magnitude of the weight %ompared to the van de?/
van der Waals Force Waals force. A model for estimating this force has been developed
based on the interaction energy between the nanowire and sub-
strate. This force is used to calculate the area of contact between
Introduction the nanowire and substrate based on an elastic strain analysis. The

Prospects for continued miniaturization of integrated microele%pe contact model developed by Mc Gee et[dl0] is used to

o . e stimate the nanowire and substrate constriction resistances. Ad-
o o ot e et reSmtion st v I, healcan o trough he ronconiacting gap bebueen
leakage through ultrathin dielectrics. A new class of device e nanowire and the substrate, and the associated resistance is

which employ nanowires and nanotubes as the primary electr efmed gap resistance. The net interface resistance is the parallel

conduction mediumor channel), is under intense developmen .%c;trzmgg?nv\?;;gefgfgso'gger?ﬁftfgscsl‘? of various interactions
Much like that of their bulk counterparts, the functional perfor-

mance of these devices will depend, in part, on an understandf%nrgoa?‘,\gl fﬁgr?r?\’/;"sgfs\?@ﬁ h g\ﬁ:?'gfrt‘h'gtireacggt'is:ec;%g;‘gé V?Ee
of thermal transport in and near the channel region. This pa P p )

describes a first model that incorporates van der Waals interactio. > Can thus be conveniently summed to yield the total inter-

forces for evaluating the contact conductance between a nanov@] 'Otgé??:‘%‘rzﬁgﬁrse'ggrg{:g]ra?ﬁ dnstr?éeézﬁlnﬁgrgg{;g:gu?f o
and the planar substrate on which it rests. clgunted for in this study. Unlike other interactions that depend on

Recent reports indicate promising electrical performance ch s . .
P P 9 P %pecmc structure, dispersion forces are always present between
icon gi " any two bodies.
orresponding author. . - . . S
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF F'g“.re 1 descnbpﬁs the SUbJeCt geometry of a nanowire of dlgm
HEAT TRANSFER Manuscript received July 29, 2004; revision received Novembet€r D. in contact with a planar.substrate. The. van der Waals in-
24, 2004. Review conducted by: C. P. Grigoropoulos. teraction energy between a pair of atoms is giver 1y

664 / Vol. 127, JUNE 2005 Copyright © 2005 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nanowire, whereAy;=D/n, nis the number of intervals used in nhumerical
diameter D integration, andy; is the center-point value in that interval. Equa-
tion (8) provides the expression for the van der Waals force be-
tween a nanowire and substrate per unit length used for estimating
the contact width.

dy The line contact width can be derived using an elastic strain

Isothermal

planes analysis and is given 440]
= 16F guEmD | 2
2b=( vdw=m ) (9)
D2
_____________________ Here,E,, is the effective modulus defined as
Semi-infinite substrate E 1[1-42 N 1-13, 10
m 2| Es Ew (10)

Fig. 1 Nanowire-substrate system. Elastic deformation due to
van der Waals force leads to a line contact of width 2 b. To estimate the overall contact resistance, the upper and lower
boundaries of the system are taken as two isothermal planes, par-
allel to the contact plane and spaced one diameter apart. The ther-
B mal constriction resistance for a contact of width @n the sur-
U atom-aton™= — E (1) face of a cylinder is given by the following expressidO]:

where g is the Lifshitz van der Waals constant asis the sepa- RWZLm(E) - L (11)
ration between the atoms. Following the principle of pairwise ad- waky, | b ) 2wk

ditivity [11], the interaction energy of a single atom with a bodyinjjarly constriction resistance within a planar substrate con-
can be obtained by summing the interaction energies of this atgm.;qq by a line of width B is given by[10]

with all atoms in the other body. Montgomery et |l1] derived

an analytical expression for the interaction energy of an atom with 1 D
an infinite half space as Re=waic ™ —p (12)
S
NsBm The total constriction resistané®,,sis the sum of the foregoing

Uatom-hatfspacs” ~ 613 @ wo resistance$i.e., Roone= Ry +Ry).

. ) . The gap between the surface of the nanowire and the substrate
The total interaction energy of the nanowire-substrate systesffers an alternate path for heat flow. The surface area of this path
can be computed by a summation over all atoms in the nanowif¢.much higher than the actual contact area because the contact
Consider the horizontal strip of widthh2 unit depth, and height width is a very small fraction of the nanowire diameter. The ther-
dy at a distancg, as shown in Fig. 1. Each atom in this strip seegal resistance of the gap depends on the size of theSggp the
the same infinite half space as all other atoms in the strip, and thHgrmal conductivity of the fluidk , and the temperature distribu-
the differential interaction energy of this strip with the substrate ifon on the nanowire and substrate surfaces. To estimate its effect,
NN, 87 th_e gap can_be _divided into elemental vertical _heat flow char]nels
U=-— ng\/mdy ©) with adiabatic side$10]. The thermal conductivity of the fluid is
6(1+y) assumed to be independent of temperature and uniform over the

. . entire gap, and the thermal resistance at the solid-liquid interface
yvhere 2”. (D—y)y represents the wydtthof the strip. The total 12,13]is neglected. The elemental heat flow through the gap is
interaction energy of the nanowire-substrate system per u

length can be expressed in integral form as :
AT(x
_ NNyB7 fD v Dﬂ/))/OI @ ngzwkfﬁdx (13)
3 Jo (+y)?®

) whereAT(x)/5(x) is the temperature gradient at locationTotal
The constant terms combine to form the Hamaker constant asheat flow across the gap, considering both sides of the line con-

A= NSNWﬁ,n_Z (5) tact, is

Hamaker constants depend on the properties of the two bodies D12 AT(x)

under consideration and also on the medium between them. The Qq= 2wk b O(X) dx (14)

expression for interaction energy, thus, reduces to

The gap resistance can be defined in terms of the maximum tem-

Uz A JD V(D—Y)yd perature difference at the nanowire-substrate interf&€g,,, as
37 J,

(1+y)® y (©) follows:
The interaction force is obtained as the negative derivative of 1 Qg 2wk fD’ZAT(X) dx (15)
the interaction energy with respect to the separation distance Reap ATmax ATmax)p  0(X)
[=N— W _ AP D—y)yd % The local gap thickness can be derived from rigorous elastic
velw al T Jo (y+1)* deformation analysis. However, for the present case, the contact

o ) ) width is a very small fraction of the diameter, as shown in later
This integral can be evaluated numerically to give the contaghiculations. Thus, a circular profile provides a good approxima-

force as tion as
Aw V(D-y)y; D /D
Fo=——» — """ Ay, 8 =——\/——x?
viw W; IR ®) e (16)
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The only variable required for the determination of the gap 3500 r

resistance is\T(x), and various models have been proposed to # 5i-5i Air gap "
estimate this variation. The decoupled mofde)] postulates that 000 = 5i-5i Water gap
the nanowire and substrate surfaces are isothermal so that & S1u Ao
AT(X)=AT 17 » Si-Au Water gap
()= AT (17) o500 |
The model implies that the temperature field at the solid-fluid § =

interface is independent of temperature variation inside the bod-&
ies. Using this model to estimate contact resistance in the preserE 2000

case gives the result E - E
= i
1 ik fDlz 1 i § 500 & 5
= f - = o
Rgap b D D2 [ * x
Y S 1000
2 4 * X
*
2b 500 F b L
=2wk| coff sin"l—|—| =+1 (18) - L]
D 2 L
The gap and constriction heat flow paths exist in parallel and can 0 ; : ' ; i ;
be combined to estimate the overall interface resistance as 0 20 40 G0 a0 100 120
Diameter (nm)
R — Rcontap ( 1 9)
O Reonst Ryap Fig. 2 van der Waals force per micron length for a Si nanowire

) ) ) ) B ] resting on Si or gold substrate with air or water as the medium
Elastic moduli and the Poisson ratio for silicon nanowires are

unavailable, and, consequently, bulk values are assumed. Li et al.
[6] experimentally measured the thermal conductivity of 5|I|copz sults
nanowires of diameters 22, 37, 56, and 115 nm. The reporteéa
thermal conductivity values are lower than the bulk conductivity Figure 2 shows the van der Waals force per micron length for
and decrease with diameter. Volz et f14] reported molecular the four nanowires considered. The force increases with diameter
dynamics simulations of thermal conductivity for silicon nanowwithin the specified range for both air and water as gap media. For
ires that are much lower than bulk conductivity values. Becaugd cases, the nanowire’s weight is more than ten-orders-of-
the constriction resistance depends strongly on the nanowirgxgnitude smaller than the van der Waals forces. This result is
thermal conductivity, the experimental data ofBil were used in expected because weight becomes significant as compared to sur-
the present model, and only the above-mentioned nanowire sif@ge forces only for bodies larger than a few micrnhg].
were studied. This assumption is expected to provide only an apFlgure 3 shows the contact width nondimensionalized by nano-
proximation of the physical process because the experiments meie diameter as a function of diameter. Contact widths are less
sured axial conductivity, whereas the constriction resistance ifhan 6% of the diameter over the entire range considered, thus
volves transverse conductivity, which has not been measuredjustifying the assumption of a circular profile in calculating the
date. The reported thermal conductivities of the 22, 37, 56, atefal gap thickness. The dimensionless contact width in Fig. 3
115 nm nanowires are 7, 17, 26, and 42 W/m K, respectively, @decreases with increasing nanowire diameter as expected because
300 K [6]. van der Waals forces are insignificant at macroscopic dimensions.
Silicon and gold are the two substrates considered here for the
purpose of investigating the effect of different materials on con-
tact resistance. All relevant substrate propertaastic modulus, 0068
Poisson ratio, and thermal conductivigre taken to be the bulk * 5i-5i Alr gap
values. Maruyama and Kimuid5] reported the formation of a = Si-5i Water gap
thin layer of water between the nanowire and substrate, and suclsy, pos - & Sl-Au Alr gap
a layer will affect the gap resistance. The effect of this water Iayer.é
on net interface resistance is accounted for in the present mode =
by including water in the gap region. 0.04 - 4
Bondi [16] has compiled an extensive database of van der’ ; .
Waals radii from x-ray diffraction studies. Some uncertainty exists "5 - A
concerning the radii of higher atomic weight elements, such asE | ® %
gold, but the data reported by Bor{di6] are widely used due to & 0 w
lack of other reliable measurements. The van der Waals radii of Sim ®
and Au atoms are taken as 1.93 A and 1.66 A, respectively. A
Estimation of van der Waals force requires values of Hamakers 0.02 -
constants for the interfaces of interest. Visgr] has reported c L]
Hamaker constants for gold-gold and silicon-silicon interfaces inzn s
vacuum and water. For interactions between gold and silicon in .1
the presence of air, the Hamaker constant can be well approxi-
mated ag§17]

A = Si-fu Water gap

bt

0.00 . . : . . .
Asiair-a™ VAsi-sPau-Au (20)

0 20 40 a0 a0 100 120
In the presence of water, the expression becorhé$ Diameter {nm)

Asiwaterai= (VAsi s VAwater-wate) (VAAAu— VAwaterwate) Fig. 3 Dimensionless contact width for a Si nanowire resting
(21) on Si or gold substrate with air or water as the medium
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Fig. 4 Constriction, gap, and total interface resistances for a 1 pm long Si

nanowire resting on a Si substrate with air or water as the medium

Figure 4 shows the constriction, gap, and the total interface The model developed in this study gives a continuum estimate
resistances with air and water as the surrounding media. For aif,the contact resistance between a nanowire and a planar sub-
the gap resistance is very high and most of the heat flows throustnate. The model also incorporates the effect of condensed mois-
the line contact. In such situations, the net interface resistance ¢tare and can be extended to include the effect of surface rough-
be reduced by selecting materials having high thermal conductiviess. Thickness of the water layer is not a very significant
ties. In contrast, the gap resistance for water is much smaller thaerameter because most of the heat flow occurs in the portion of
the constriction resistance, and most of the heat flows through ty@p near the contact line. This study includes the first reported
water layer. Consequently, changes in nanowire and substratethodology for estimating thermal interface resistance in such
properties would have little effect in decreasing the interface raanostructures, and the trends depicted are expected to provide a
sistance. In such situations, use of the decoupled model for pbasis of comparison to more rigorous models that are under

dicting gap resistance is questionable because the gap accountslémelopment.

most of the heat flow.

Calculations of nanowire and substrate constriction reSiStamﬁamenclature

(Egs. (11) and (12), respectively)show that the ratio of these
resistances very nearly equals the inverse ratio of the thermal,s,
conductivities. This result implies that accurate transverse thermal
conductivity values are needed for a proper estimate. This also b
implies that thermal conductivity influences constriction resis-
tance more strongly than any other factor, and, therefore, the con- D
striction resistance can be reduced significantly by use of materi- E,,
als having higher conductivity.

Es

Ew

Conclusions Fydw
The most significant conclusions emerging from this study fol- tf
low: K s
W

1. For nanowires larger than a few nanometers, the contact |
width is much smaller than diameter. van der Waals forces, there-
fore, do not cause appreciable deflection and distortion of shape. Ng

2. The ratio of constriction resistances of the nanowire and N,
substrate are almost inversely proportional to their thermal con- Q,
ductivity. An accurate estimation of the constriction resistance,R.qns
thus, depends strongly on an accurate estimation of transvers®g,,
thermal conductivity. s

3. The gap resistance is much lower than constriction resis- Ry
tance in the case of a high conductivity fluid, such as water. In R,
contrast, most of the heat will flow through the line contact in the S
presence of air. U

Journal of Heat Transfer

Hamaker constant for interaction between bodies 1
and 2, with 3 as the intervening medium, Nm

half the line contact width between nanowire and
substrate, m

diameter of nanowire, m

effective modulus of elasticity for nanowire substrate
combination, N/rf

modulus of elasticity of substrate, N?m

modulus of elasticity of nanowire, Nfm

van der Waals force per unit length, N/m

thermal conductivity of intervening medium, W/m K
thermal conductivity of substrate, W/m K

thermal conductivity of nanowire, W/m K

surface separation between two bodies approaching
contact, m

atomic density of substrate material, atom/m
atomic density of nanowire material, atom$/m

heat flow through gap, W

total constriction resistance, K/W

gap thermal resistance, K/IW

constriction resistance of substrate, K/W

net interface thermal resistance, K/IW

constriction resistance of nanowire, K/W

distance between two atoms, m

potential energy of van der Waals interaction, J/m
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w = length of the contact region, m [8] Pickett, W. E., Feldman, J. L., and Deppe, J., 1996, “Thermal Transport Across
,3 = Lifshitz van der Waals constant, N7m 2&L;ndarii%g1 Izilaénond Structure Materials,” Modell. Simul. Mater. Sci. Eng.,
_ ; , pp. —419.
A.[(.S : _gap helght’ m . [9] Israelachvili, J. N., 1985ntermolecular and surface forces with applications
- |ntgrface temperature difference, K to colloidal and biological system#&cademic Press, London.
Vs = Poisson ratio of substrate [10] McGee, G. E., Schankula, M. H., and Yovanovich, M. M., 1985, “Thermal
v, = Poisson ratio of hanowire

Resistance of Cylinder-Flat Contacts: Theoretical Analysis and Experimental
Verification of a Line Contact Model,” Nucl. Eng. Des36, pp. 369—-381.
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